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DEFECTS IN OXIDE SEMICONDUCTORS

ABSTRACT

By Marianne C. Tarun, Ph.D.,
Washington State University
May 2012

Chair: Matthew D. McCluskey

Oxide semiconductors are an interesting class of materials which occur in a variety of crystal structures and exhibit diverse electronic and optical properties. This thesis is primarily focused on investigating defects in zinc oxide (ZnO) and strontium titanate (SrTiO₃), two important wide-bandgap oxide semiconductors.

While zinc oxide is a promising material for blue and UV solid-state lighting devices, the lack of p-type doping has precluded ZnO from becoming a dominant material for optoelectronic applications. Over the past decade, numerous reports have claimed that nitrogen is a feasible p-type dopant in ZnO. In this work, nitrogen-doped bulk, single crystal ZnO grown by chemical vapor transport is investigated. Photoluminescence (PL) measurements show broad red luminescence band at ~1.7 eV, with an excitation threshold of ~2.2 eV. This result is in agreement with the calculated configuration-coordinate diagram for nitrogen deep acceptor [Appl. Phys. Lett. 95, 252105 (2009)] that shows an acceptor level of 1.3 eV above the valence band maximum. Comparing the PL spectra for the undoped and N-doped samples confirms the
red PL band is correlated with nitrogen acceptors. The intensity of this band increases with the concentration of activated nitrogen acceptors. The deep-acceptor behavior of nitrogen can be explained by the low position of the ZnO valence band maximum relative to vacuum.

Hydrogen is a ubiquitous impurity in oxide semiconductors and a potential source of $n$-type conductivity. Despite its prevalence, little is known about its behavior in oxides such as SrTiO$_3$. Infrared (IR) absorption spectroscopy shows a hydrogen-related defect in SrTiO$_3$ with local vibrational modes (LVMs) at 3355 and 3384 cm$^{-1}$ at liquid-helium temperatures. Isotope substitution experiments reveal that the defect consists of two hydrogen atoms bound to host oxygen atoms. From the temperature dependence of the LVMs, the complex is ascribed to a strontium vacancy passivated by two hydrogen atoms. The thermal stability of the defect is determined through a series of isochronal annealing experiments on the hydrogenated SrTiO$_3$ sample. These measurements provide evidence of “hidden hydrogen,” possibly H$_2$ molecules, in the crystal. Remarkably, in ZnO, a much less ionic crystal, hydrogen also passivates zinc vacancies [Phys. Rev. B 66, 165205 (2002)] and form H$_2$ molecules [Appl. Phys. Lett. 85, 5601 (2004)]. It is therefore suggested that a “universal behavior” of hydrogen exists across a diverse range of oxides.
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CHAPTER 1 INTRODUCTION

Semiconductors are at the heart of almost every modern electronic device, from television and computers to smartphones. For example, while I was searching for a particular smartphone recently, I examined the different types and quality of the display. My attention was drawn to a particular model that employs a display technology that features low power consumption, notwithstanding the superior display quality: the AMOLED or active-matrix organic light-emitting diode (Ashtiani and Nathan, 2009). AMOLED is a type of OLED that utilizes silicon-based thin-film transistor (TFT) technology for its backplane driving electronics. The display industry is now exploring to replace the conventional Si with oxide semiconductors, such as indium gallium zinc oxide (IGZO), which are reported to have the advantages that would enable large size, high quality, and low-cost AMOLED displays (Jeong, 2011). This is just one example that illustrates the emerging role of oxides as semiconductor materials in the current trend in developing more efficient devices and cheaper alternatives to existing technologies.

Oxides are adding new capabilities to electronic devices due to their unique functional properties. They are potential semiconductor materials for use in more efficient and less expensive solid state lighting devices (Look et al., 2004). Just as transistors (Bardeen and Brattain, 1948; Shockley and Pearson, 1948) replaced vacuum tubes over a half century ago and flat panel displays are replacing cathode ray tubes today, solid-state lighting is primed to take the place of incandescent and fluorescent lamps for general illumination systems. With oxides, we may have a brighter future in solid-state lighting.

My research is primarily focused on investigating defects in zinc oxide (ZnO) and strontium titanate (SrTiO₃), two technologically important oxide semiconductors. It is essential
to understand and control defects as they affect the electrical and optical properties of semiconductors.

This thesis is organized as follows. Chapter 1 consists of sections that deal with the fundamentals of semiconductors, the features of oxides as semiconductors and the properties of ZnO and SrTiO$_3$. In Chapter 2, theoretical background is presented pertaining to vibrational modes of impurities in semiconductors. Chapter 3 discusses the experimental techniques that were applied to obtain the results discussed in this work. In Chapter 4, I discuss the results of my experimental investigation of nitrogen-doped ZnO. Chapter 5 presents the results of my work on hydrogen-related defects in SrTiO$_3$. In Chapter 6, I reexamine my initial work on hydrogen defects in ZnO. In Chapter 7, I summarize the main results and conclusions of my research. A short chapter (Chapter 8) with future work recommendations concludes this thesis.

1.1 Semiconductor basics

A semiconductor crystal is composed of atoms which are arranged in a highly ordered structure called a lattice, with covalent bonds between neighboring atoms. Electrons are confined to a number of possible energy states arranged in bands, and are forbidden in other regions. In an intrinsic semiconductor at absolute zero temperature, the band structure consists of completely filled bands and completely empty bands. The filled bands are those that are occupied by the ground state electrons, and the highest range of electron energies is called the valence band. Of the unoccupied bands, the lowest energy band is the conduction band. The difference in energy between the conduction band edge and the valance band edge is the forbidden energy gap called the band gap (Fig. 1.1). In order for an electron to jump from the valence band to the conduction band, it requires specific minimum amount of energy for the transition. Once the electron is in
the conduction band, it can move freely and carry current. The “missing electron” in the valence band leaves a “hole” which carries a positive charge and can be filled by a valence electron from a neighboring atom. Thus, the hole drifts between atoms behaving as a positive charge carrier, analogous to an electron in the conduction band behaving as a negative charge carrier. An electron has an increasing probability of occupying the conduction band at higher temperatures.

Figure 1.1 Schematic diagram of the band structure showing an electron excited across the band gap into the conduction band.

The band gap of an intrinsic semiconductor may be determined from the temperature dependence of the carrier concentration. The band gap energy is obtained from an Arrhenius plot of the logarithm of the carrier concentration versus inverse of temperature. Another method of measuring band gap is by optical absorption, in which a photon excites an electron into the conduction band. For a semiconductor with a “direct” band gap, the threshold of the optical absorption at frequency $\omega_g$ measures the band gap $E_g = h\omega_g$ (Fig. 1.2a). A photon is absorbed
with the creation of an electron and a hole. The momentum of electrons and holes is the same in both the conduction band and valence band; hence a direct optical transition is drawn vertically with no significant change of wavevector \( \mathbf{k} \) (Fig. 1.3a). In an “indirect”-band gap semiconductor, the optical absorption is weaker near the threshold (Fig. 1.2b). Because the conduction-band minimum and the valence-band maximum are widely separated in \( \mathbf{k} \) space (Fig. 1.3b), indirect transition involves both a photon and a phonon to conserve momentum. A phonon is one quantum of a lattice vibration. The phonon energy \( \hbar \Omega \) is characteristically much smaller than the band gap (~10 to 30 meV). Thus, phonons produce approximately horizontal transitions (Fig. 1.3b). The absorption threshold for the indirect transition between the band edges is at \( \hbar \omega = E_g + \hbar \Omega \), where \( \Omega \) is the frequency of an emitted phonon, corresponding to creation of a phonon. At higher temperatures, where the necessary phonon is already thermally excited in the crystal, the phonon can be absorbed along with the photon. The threshold energy is \( \hbar \omega = E_g - \hbar \Omega \), corresponding to destruction of a phonon.

Whether a material is a direct-gap or indirect gap material is of great importance in the development of optical semiconductor devices that work on the basis of radiative recombination. In an indirect semiconductor, the recombination of an electron and a hole requires the assistance of a phonon to satisfy momentum conservation. This is a three-particle interaction between an electron, a photon, and a phonon, which is much less likely than a two-particle interaction. Thus, indirect-gap semiconductors like silicon and germanium have low emission efficiencies and are not favorable materials for optoelectronic applications. Direct-gap semiconductors like GaN are preferred materials for fabrication of light emitting sources. The direct band gap is most favorable for radiative recombination because no phonons are required to conserve momentum.
Figure 1.2: Optical absorption in pure semiconductors at absolute zero.

Figure 1.3: (a) In a direct gap, the conduction-band minimum occurs at the same value of k as the valence-band maximum (k = 0). (b) In an indirect gap, the conduction-band minimum occurs at nonzero k value. A phonon is needed to conserve momentum since photons carry essentially no momentum.
When an impurity is added to a semiconductor, whether unintentionally or by design, energy levels are usually introduced within the band gap. An impurity or dopant atom can act as a shallow donor if the extra energy level is near the conduction band to where the donor electrons can be easily excited. It is a shallow acceptor if the energy level is close to the valence band where electrons can be easily excited to the acceptor level, leaving mobile holes in the valence band. A donor level is said to be neutral when it is occupied with an electron and positive when the electron is liberated. An acceptor level is negative when occupied with an electron and neutral when it is unoccupied.

In an intrinsic semiconductor, the number of excited electrons and the number of holes are equal. In doped or extrinsic semiconductors, however, there is an excess of free electrons or holes. $N$-type ($p$-type) semiconductors are those with electrons (holes) as majority charge carriers and are obtained by doping with donor (acceptor) impurities. Consider silicon as a specific example. $N$-type silicon can be obtained by doping with pentavalent impurities, typically phosphorus, which has one more valence electron than the silicon atom that it substitutes. This extra electron is bound to the positively charged phosphorus ion, forming a system that behaves like a hydrogen atom, with a binding energy of 45 meV (Kittel, 2005). With this shallow binding energy almost all the electrons are ionized into the conduction band at room temperature. $P$-type doping in silicon can be produced by trivalent impurities like boron, aluminum or gallium, which have one less valence electron than silicon. An electron is taken from the valence band, creating a hole. Considering the case of the boron acceptor in silicon, the hole is bound to the negatively charged boron ion with a binding energy of 45 meV (Kittel, 2005) and thus can be excited into the valence band.

The binding energy can be approximated using the Bohr model of the atom. In the case of
the donor impurity atom, we may visualize a hydrogenic system consisting of the donor electron bound to the positively charged donor ion by Coulomb attraction. Taking into account the relative dielectric constant \( \varepsilon \) of the semiconductor material and the effective mass \( m^* \) of an electron in the periodic potential of the crystal, the binding energy for the electron is

\[
E = \frac{13.6 \text{ eV} m^*}{\varepsilon^2 m_e},
\]

where \( m_e \) is the mass of a free electron. Similarly, the Bohr radius is given by

\[
a_0 = 0.5 \text{ Å} \frac{\varepsilon m_e}{m^*}.
\]

The introduction of defect impurities into the crystal also affects the vibrational properties of the lattice (Barker and Sievers, 1975). Considering the regular lattice of atoms tied together in bonds, their vibrations take the form of collective modes which propagate through the crystal. As with quantum harmonic oscillators, such propagating lattice vibrations can accept energies only in discrete amounts, and these quanta of energies are referred to as phonons. Phonons in a perfect lattice have a well-defined wavevector \( \mathbf{K} \). The relationship between the frequencies \( \omega \) (or energies) of the phonons and their wavevector \( \mathbf{K} \) can be solved by a quantum-mechanical approach and semiclassical treatment of lattice vibrations (Chapter 2). When an impurity atom is added in the crystal, the translational symmetry of the lattice is broken. Moreover one or more new vibrational modes, localized in both real space and frequency space, are created. These are referred to as local vibrational modes (LVMs). When a light atom like hydrogen is introduced in the crystal and bonds with one of the host atoms, LVMs arise with frequencies higher than the maximum phonon frequency and with narrow infrared (IR) absorption peaks.

The energy states produced by impurities or lattice defects in the crystal are also usually
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manifested in the luminescent properties of the semiconductor. When incident light is directed onto the surface of the material, it is partially reflected, absorbed, and transmitted by the material. The absorbed photons create electron-hole pairs as electrons are excited to the conduction band, or to the energy states within the gap. When the electron-hole pairs recombine, photons are emitted. The resulting photon emission gives the photoluminescence (PL) spectrum of the material and as a result provides information concerning the point defects in the material.

1.2 Oxide semiconductors

Oxide semiconductors are an interesting class of materials which occur in a variety of crystal structures and exhibit diverse electronic and optical properties. They also exhibit many of the advantages of conventional semiconductors and hold even greater potential for new and innovative uses. Oxide insulators already play a vital role in semiconductor electronics, and future applications may exploit their wide-ranging functionality and the richness of their intrinsic properties. Oxides are generally low cost and typically quite stable. The availability of bulk single-crystal substrates gives oxides an edge over nitride semiconductors. The crystal structures of the key structural families of complex oxides (Ramesh and Schlom, 2008) are shown in Figure 1.4.
Figure 1.4: Crystal structures of some key oxides, represented by the atomic positions (top) and corresponding coordination polyhedral (bottom). TiO$_2$ also occurs in rutile phase. From Whither Oxide Electronics? by Ramamoorthy Ramesh and Darrell G. Schlom, MRS Bulletin, Volume 33 (November 2008), pp. 1006-1014. Copyright © 2008 Materials Research Society. Reprinted with the permission of Cambridge University Press.

Metal oxides have gained significant interest in electronic applications due to their transparency in the visible to near UV and considerably low resistivity, features that generally do not co-exist in conventional materials. The chemical properties of oxides in general are more complex, since they show a tendency to form native point defects. Hence, in spite of their wide bandgap (generally above 3 eV), sub-bandgap energy levels occur due to the oxygen vacancy and cation interstitial, which form donors and may contribute to $n$-type conductivity of the oxide. This intrinsic $n$-type conduction provides an advantage for the development of transparent conducting oxide (TCO) semiconductors which are key components for transparent electrodes in
devices that are designed for emitting or absorbing light, such as light-emitting diodes, active matrix liquid-crystal displays, or solar cells.

Zinc oxide (ZnO), tin oxide (SnO₂), and indium oxide (In₂O₃) are among the TCO semiconductors that have been developed for thin-film transparent electrodes (Minami, 2005). Thus far, SnO₂ is used to the largest extent and is perhaps the material of greatest economic importance. Although several oxides exhibit sensitivity towards oxidizing and reducing gases by a change in their electrical properties, SnO₂ was one of the first considered, and still the most widely used material for gas sensing applications (Batzill and Diebold, 2005). One of the major advantages of SnO₂ is its low cost both in terms of raw materials and processing. In addition, it has excellent thermal stability and high mechanical and chemical durability compared to other TCOs (Gordon, 2011). While SnO₂ is transparent in the visible range, it is highly reflective for infrared light, a property that is responsible for its extensive use today as a coating for energy-conserving glass windows (Lewis and Paine, 2000). Recent theoretical work (Singh et al., 2008) shows excellent prospects for p-type doping in SnO₂, suggesting a promising alternative material for light emitters and other optoelectronic devices. SnO₂ has a direct band gap of 3.6 eV (Batzill and Diebold, 2005).

While native defects play a significant role in oxide semiconductors, they may not be the predominant cause of the inherent n-type conductivity. First-principles calculations, based on density functional theory by Van de Walle (2001), showed that the oxygen vacancy in ZnO is a deep donor. The zinc interstitial was also found to be unlikely to occur because it has high formation energies under n-type condition (Thomas, 1957; Janotti and Van de Walle, 2007b). Similarly, in SnO₂, the oxygen vacancy is a deep donor and Sn interstitial is very unstable with very high formation energy (Singh et al., 2008; Janotti and Van de Walle, 2011). If native point defects...
defects are not the predominant sources of \( n \)-type conductivity in these oxide semiconductors, then an extrinsic source, an impurity that is unintentionally incorporated, could be a possible cause. Hydrogen has been proposed to be an excellent candidate for such an impurity (Van de Walle, 2000). It is highly plausible that hydrogen can be incorporated unintentionally during crystal or epitaxial growths. Source gases often contain hydrogen and \( \text{H}_2 \) is used as a carrier gas in some cases. In molecular beam epitaxy hydrogen is a prevailing background impurity (Eaglesham et al., 1993). Furthermore, the incorporation of hydrogen into the oxide lattice is propelled by the strong bond between hydrogen and oxygen. In \( \text{TiO}_2 \), hydrogen is also likely to contribute to \( n \)-type conductivity (Janotti and Van de Walle, 2011), although the oxygen vacancy has been considered to be a source of conductivity due to its variation with oxygen partial pressure (Linsebigler et al., 1995). In \( \text{ZnO} \) the study of hydrogen defects is not a new one. In the 1950s Mollwo (1954) and Thomas and Lander (1956) investigated the diffusion of hydrogen in \( \text{ZnO} \). Both studies found that annealing \( \text{ZnO} \) crystals in a hydrogen ambient affected their electrical conductivity. Thomas and Lander concluded that hydrogen was directly responsible for producing donors in \( \text{ZnO} \). Theoretical calculations by Van de Walle (2000) showed that hydrogen is a shallow donor in \( \text{ZnO} \).

Hydrogen plays an important role in improving the electrical and optical properties of crystalline semiconductors (Pearton et al., 1992). Its incorporation into perovskite oxides (\( ABO_3 \)) such as \( \text{SrCeO}_3 \) and \( \text{BaTiO}_3 \) can remarkably influence their properties utilized for solid state proton conduction, an important issue in fuel cells (Norby, 2009). Hydrogen defects also play a central role in \( \text{LiNbO}_3 \) for fabrication of optical waveguides produced by proton exchange (Cabrera et al., 1996).
Oxygen plays a considerable role on the rich spectrum of phenomena found in oxides (Heber, 2009). Because oxygen tends to pull electrons away from other atoms in the compound, strong electric fields at the interatomic scale are produced. These fields can provide significant correlations in behavior between electrons of one atom and those of its neighbors. The correlations in turn can lead to effects such as ferromagnetism, wherein the electron spins of a material spontaneously align and produce a magnetic field (Solymar and Walsh, 2004).

The seminal contribution of Bednorz and Müller (1986) in the area of high-temperature superconductivity spurred a world-wide focus on oxides that led to other discoveries. For instance, Jin et al. (1994) reported colossal magnetoresistance, an effect in which a small external magnetic field causes certain oxides to undergo an orders-of-magnitude increase in electrical resistance. Furthermore, surprising properties of oxides continue to emerge, such as when different oxides are stacked up into heterostructures – like a layered cake in which each layer is an ultra-thin film only a few atoms thick. As an example, when Ohmoto and Hwang (2004) were studying the interface between lanthanum aluminate (LaAlO\(_3\)) and SrTiO\(_3\), they discovered a two-dimensional electron gas which shows an extremely high mobility, an effect that is particularly unusual because the two oxides involved are electrical insulators. This 2D electron gas has been explored for use in a new type of fast transistor (Heber, 2009). The thin-film interface is also exploited for potential applications by stacking a ferromagnetic oxide onto an insulating oxide that is not ferromagnetic. When an external magnetic field is applied, it produces electrical polarization at the interface, and simultaneously shifts the number of electrons in the ferromagnetic oxide, which changes the magnetic field. Therefore, electrical polarization and magnetism are cross-linked as they are both controlled by the same electric field - a coupling of properties that characterizes multiferroic materials (Ramesh and Spaldin, 2007).
Multiferroics are of great interest as magnetic field sensors and as memory devices. The perspective, status and future directions with regards multiferroics are discussed in several focused review articles (Wang et al., 2009; Nan et al., 2008; Spalding and Fiebig, 2005).

1.3 Zinc oxide

1.3.1 Background

Zinc oxide is like a “jack of all trades” because it has been used for almost everything from a food additive to a sunscreen component. Thousands of tons are produced all over the world every year to provide for a wide range of uses. As a semiconductor, ZnO belongs to the II-VI compound semiconductor family. It has a direct gap of 3.4 eV at room temperature (Chen et al., 1998) and emits light in the blue and near-UV spectral region. The long-awaited breakthrough in the field of optoelectronics may come when controlled doping of ZnO becomes possible.

ZnO naturally occurs as a mineral called zincite, and is yellowish to reddish in color due to trace quantities of Mn and other elements. Bulk single-crystal ZnO samples are commonly synthesized by methods such as melt growth (Nause, 1999), vapor phase growth (Matsumoto and Noda, 1990; Look, 1998), and hydrothermal growth (Ohshima et al., 2004; Maeda et al., 2005). Cermet, Inc. uses pressurized melt growth while Eagle-Picher, when they used to grow ZnO single crystals, employed seeded chemical vapor transport. Due to its large bandgap, pure ZnO is colorless and transparent.

The growth of ZnO thin films has been probed for acoustical and optical devices because of their excellent piezoelectric properties (Özgür et al., 2005). They tend to grow with strong
(0001) preferential orientation on various substrates, including glass, sapphire, and diamond. Good epitaxial layers have been grown by all of the common techniques like RF magnetron sputtering (Kim et al., 2000); molecular beam epitaxy (MBE) (Chen et al., 1998; Fons et al., 1999); pulsed laser deposition (PLD) (Vispute et al., 1998); metal-organic chemical vapor deposition (MOCVD) (Liu et al., 2000); and hydride or chloride vapor phase deposition (HVPE) (Kasuga and Ogawa, 1983; Takahashi et al., 1999).

Although research in ZnO goes back many decades, resurgent interest is fueled by the availability of high-quality bulk single crystals and the prospects in numerous applications, including:

- a material for blue/UV optoelectronics, including light emitting and laser diodes, which may provide a cheaper alternative to GaN (Look, 2001).
- transparent conducting oxide material, when doped with Al, Ga, In, etc., providing an inexpensive replacement for indium-tin-oxide (ITO) (Minami, 2005).
- a ferromagnetic material, when doped with transition metals such as Co, Mn, and Fe, for semiconductor spintronics. Curie temperatures above 425 K in Mn-doped ZnO bulk ceramics have been observed (Sharma, et al., 2003).
- a radiation-hard material for electronic devices in harsh environments.

ZnO is currently used as a transparent conductor in solar cells (Nuruddin and Abelson, 2001) and it is also an active material in varistors (Clarke, 1999). While most of the material development has been focused on GaN (bandgap ~ 3.5 eV) and ZnSe (~2.9 eV), as they are known to be bright emitting sources, substantial interest in ZnO has emerged. This is mainly because excess electrons and holes in ZnO form tightly-bound excitons with a relatively large
binding energy of 60 meV, leading to highly efficient near-bandgap recombination at room temperature and even higher. This is compared with the exciton binding energies of 26 meV for GaN and 20 meV for ZnSe. ZnO is, therefore, the brightest emitter among them.

While ZnO holds many inherent advantages, the lack of stable and reproducible $p$-type doping presents a major roadblock to the realization of practical devices. Reports of $p$-type ZnO are controversial (Section 1.3.3). Thus, the search for appropriate $p$-type dopant continues to be an active subject of ZnO semiconductor research.

1.3.2 Crystal structure of ZnO

ZnO crystallizes preferentially in the hexagonal wurtzite structure (Fig. 1.5) with lattice parameters $a \approx 3.249 \, \text{Å}$ and $c \approx 5.206 \, \text{Å}$ at room temperature (Klingshirn, 2007). The ratio, $c/a = 1.602$, deviates slightly from the ideal (close-packed) wurtzite lattice value $c/a = \sqrt{8/3} = 1.633$ (Özgür, 2005).

![Figure 1.5: Unit cell of the wurtzite ZnO.](image)
1.3.3 Acceptors in ZnO

Possible acceptor impurities in ZnO include group-I elements on the Zn site and group-V elements on the O site, many of which lead to deep levels and do not contribute significantly to p-type conduction. Reported acceptors from group-I column include Li (Schirmer, 1968; Valentin et al., 1991), Na (Zwingel and Gärtner, 1974), Cu (Kanai, 1991a), and Ag (Kanai, 1991b). First-principles calculations suggested that Li and Na form shallow acceptor levels (Park et al., 2002). However, due in part to their small size, they tend to occupy the interstitial sites rather than substitutional sites, therefore, act mainly as donors instead (Meyer et al., 2005; Lee and Chang, 2004; Wardle et al., 2005b). In order to achieve p-type conductivity these compensating defects would need to be eliminated. Copper is a deep acceptor with calculated acceptor level at 1.0 eV above the valence band maximum (Wardle et al., 2005a). A deep acceptor level was also identified in ZnO due to Ag doping (Chai et al., 2010).

As for the group-V elements Sb, As, and P, first principles calculations predict that they are deep acceptors due to their large ionic radii as compared to O (Park et al., 2002; Lee et al., 2006). Thus far, N seemed to be the most promising acceptor. A hole binding energy of ~200 meV based on PL experiments has been attributed to N acceptor in ZnO (Thonke et al., 2001; Meyer et al., 2004; Zeuner et al., 2002; Wang and Giles, 2004). A review of studies on N doping of ZnO is presented in the following section (1.3.4).

1.3.4 Nitrogen acceptors

Among the group-V elements, N is the acceptor in ZnO that is nearest to O in terms of size and electronic structure (Koboyashi et al., 1983). Following the reports of p-type ZnO by Minigeshi et al. (1997) using NH3 in chemical vapor deposition and by Look et al. (2002) using an atomic N source in MBE, there was an upsurge of articles concerning various methods and
processes to achieve $p$-type conductivity. The number of citations garnered by these experimental papers, obtained from ISI Web of Science as of January 1, 2012, is given below:


Nitrogen seemed apt to lead to $p$-type conductivity in ZnO, as demonstrated by its success in $p$-type doping of another II-VI semiconductor, namely, ZnSe (Park et al., 1990; Mensz et al., 1993; Van de Walle et al., 1993). Not surprisingly, it has been the most explored acceptor dopant in ZnO. Nitrogen acceptors in ZnO were identified by electron paramagnetic resonance (EPR) studies (Carlos et al., 2001; Garces et al., 2003). By x-ray absorption spectroscopy, the N was verified to occupy the O substitutional site (Fons et al., 2006). Due to compensating donors such as group-III impurities (Garces et al., 2003), the nitrogen acceptors are negatively ionized. Furthermore, compensation may also occur through the formation of defects such as O vacancies, complexes with Zn interstitials, or N2 molecules (Park et al., 2002; Lee et al., 2001; Limpijumnnong et al., 2005). ZnO:N films grown by reactive sputtering were probed with x-ray and ultraviolet photoelectron spectroscopy (XPS and UPS), which reveal two chemical states of N, the N acceptors and the N2 molecules on the O site [(N2)O] (Perkins et al., 2005). An XPS study on ZnO:N films prepared by MBE also reveals the main compensation source is (N2)O donors (Li et al., 2008). First-principles calculations (Park et al., 2002; Lee et al., 2001;
Limpijumnong et al., 2005) show that (N$_2$)$_O$ are compensating double donors, in agreement with the experimental observations. These N$_2$ molecules may be removed from ZnO by thermal annealing (Yao et al., 2006). Singly-ionized N$_2$ acceptors (N$_2^-$) were observed in EPR experiments (Garces et al., 2003).

To get around the compensating donors, the introduction of acceptors requires a strategic doping method. Using NO or NO$_2$ gas as a possible mechanism to incorporate the necessary concentrations of N acceptors to achieve $p$-type conductivity was investigated experimentally (Yan et al., 2001) and theoretically (Matsui et al., 2004). The doping methods employed include MOCVD using NH$_3$ as N doping source (Wang JZ et al., 2003), plasma-assisted MBE with a NO source (Liang et al., 2005), oxidation of sputtered Zn$_3$N$_2$ thin films (Wang C et al., 2003) and N implantation of sputtered ZnO thin films (Lin et al., 2004). A high N concentration of 1 x 10$^{19}$ cm$^{-3}$ by gas source MBE using O$_2$ and N$_2$ was reported; however, conversion from $n$-type to $p$-type conductivity did not occur (Iwata et al., 2000). Thus far, the evidence for $p$-type conductivity in ZnO remains inconclusive, as discussed in the following section (1.3.5).

1.3.5 Issues with $p$-type conductivity

Minegishi et al. (1997) reported a hole concentration of 1.5 x 10$^{16}$ cm$^{-3}$ and mobility of 12 cm$^2$/Vs based on Hall measurements. Thonke et al. (2001) investigated the PL spectra of bulk ZnO single crystals. They observed a peak at ~3.22 eV at low temperatures and attribute this to a donor-acceptor transition with acceptor ionization energy of 195 meV. The acceptor was proposed to be nitrogen. Similarly, PL studies on epitaxial ZnO (Zeuner et al., 2002) and on bulk ZnO (Wang and Giles, 2004) have attributed a hole ionization energy of ~200 meV to a nitrogen acceptor, implying a shallow level. Hall measurements on N-doped films grown by MBE on ZnO single-crystal substrates (Look et al., 2002) were reported to produce a hole concentration
of \(9.6 \times 10^{16}\) cm\(^{-3}\) and a carrier mobility of 2 cm\(^2\)/Vs. Furthermore, a PL line at 3.238 eV was assigned to a donor-acceptor transition, which resulted in estimated acceptor binding energy of 170-200 meV.

Initial theoretical studies based on tight-binding calculations (Koboyashi et al., 1983) proposed that N would act as a shallow acceptor in ZnO. Succeeding calculations based on density functional theory (DFT) within the local density approximation (LDA) (Lee et al., 2001; Park et al., 2002) or generalized gradient approximation (GGA) (Duan et al., 2010) have resulted in an acceptor level roughly 0.3 to 0.5 eV above the valence-band maximum. But we cannot completely rely on these calculations as they poorly underestimate band gaps, resulting in large uncertainties in the position of energy levels in wide-band-gap semiconductors.

While the theoretical and experimental work seemed initially promising, evidence for \(p\)-type ZnO remains ambiguous due to the lack of follow-up reports and actual device demonstrations. Clearly there has been a problem with reliability, stability and reproducibility. \(N\)-doped ZnO thin films grown by plasma-assisted CVD exhibited \(p\)-type conductivity but reverted to \(n\)-type after several days, accompanied by simultaneous relaxation of the lattice constant to its undoped value (Barnes et al., 2005). ZnO:N film deposited on glass substrate by r-f magnetron sputtering also demonstrated \(p\)-type instability but went back to \(n\)-type after repeated measurements in the dark, then transformed to \(p\)-type again after exposure to sunlight (Yao et al., 2006). In some experiments, the apparent \(p\)-type conductivity obtained may be due to interface and near-surface states (Mosbacker et al., 2005).

The difficulties of establishing conductivity type in inhomogeneous samples have also been noted (Krtschil et al., 2006), further raising doubts on published reports on hole conductivity. In performing Hall effect measurements, injudicious placement of the contact
probes can give the incorrect carrier type if a sample is inhomogeneous (Bierwagen et al., 2008). As for the PL line at ~3.22 eV initially attributed to nitrogen by Thonke et al. (2001) and other groups, evidence has been provided that this line is a phonon replica of a peak that was actually related to basal-plane stacking faults (Thonke et al., 2009).

Recently, Lyons, Van de Walle, and Janotti (2009) calculated the properties of nitrogen in ZnO. They performed their calculations using DFT with hybrid functionals, which reproduce the band gap of ZnO quite accurately at 3.35 eV. Their calculations show that NO is a deep acceptor, with the acceptor level 1.3 eV above the valence band maximum. Optical absorption and emission energies of 2.4 eV and 1.7 eV, respectively, were estimated from a configuration-coordinate diagram analysis. Stokes shift of 2.4 – 1.7 = 0.7 eV is due to large lattice relaxation of the deep acceptor. In addition, Lany and Zunger (2010) have also obtained a deep level for NO using generalized Koopmans DFT. These recent theoretical results and the ambiguous experimental reports provided the motivation to experimentally examine nitrogen acceptors in ZnO. In Chapter 5, I will present our experimental investigation of the properties of N-doped ZnO, with the goal of providing an experimental evidence of the nature of nitrogen acceptors, and ultimately addressing the issue of the experimental difficulty in obtaining p-type ZnO with nitrogen.

1.4 Strontium titanate

1.4.1 Background

SrTiO₃ is a perovskite oxide with unique structural and dielectric properties. It has an indirect and direct bandgap of 3.25 eV and 3.7 eV, respectively (van Benthem, et al., 2010). Its natural counterpart is tausonite, which is an extremely rare mineral in nature. Single-crystal
substrates are readily available and are typically grown by Verneuil process which involves
melting the finely powdered material using an oxygen-hydrogen flame, and crystallizing the
melted droplets into a boule (Jarzębski, 1973). Epitaxial SrTiO$_3$ thin films are conventionally
grown by the pulsed laser deposition technique (Yu et al., 1999). Thin films with very high
structural quality can be grown by MBE (Eckstein and Bozovic, 1995; Jalan, et al., 2009).

The primary interest in SrTiO$_3$, from historical point of view in terms of applications and
basic research, is derived from its unique dielectric properties. The dielectric constant is strongly
temperature and electric field dependent, increasing from a few hundred at room temperature to
tens of thousands at low temperatures (Barrett, 1952; Müller and Burkard, 1979; Hemberger, et
al., 1995).

In recent years, there has been an emergent interest in the use of SrTiO$_3$ in thin films and
heterostructures. This is motivated in some measure by its potential application as a dielectric
layer in data storage devices (Christen et al., 1994; Hwang et al., 1995; Gopalan et al., 1999;
Morito et al., 2000) or as a component in superconductor-based microwave devices (Fuchs et al.,
1999). The growing basic interest in complex oxide heterostructures (Ramesh and Schlom, 2008;
Heber, 2009) has also driven this increasing interest.

Due to its commercial availability, controllable surface termination (Mukunoki et al.,
1994; Koster et al., 1998; Kawasaki et al., 2005) and close lattice match to several complex
oxide materials (Ramesh and Schlom, 2008; Heber, 2009), SrTiO$_3$ is widely used as a single-
crystal substrate for epitaxial growth of many functional oxide thin films, including
superconducting, magnetic, ferroelectric, pyroelectric, and piezoelectric oxides. It has also been
used as an active component in oxide heterostructures and thin films, such as its use as an
insulating barrier layer in manganite-based magnetic tunnel junctions (Bowen et al., 2005), as a
dielectric layer in field-effect devices for tuning the carrier density of materials like manganites and cuprates (Ahn et al., 2003; Eblen-Zayas et al., 2005), and in systems like SrTiO$_3$/LaAlO$_3$ superlattices that exhibit high mobility (Ohtomo and Hwang, 2004; Siemons et al., 2007).

SrTiO$_3$ can be doped $n$-type or $p$-type. $N$-type conductivity has been most commonly obtained by doping with donor impurities like La and Nb, which substitute on the Sr and Ti sites, respectively, or by electron-doping with oxygen vacancies (Frederikse et al., 1967; Tuft and Chapman, 1967; Ohta et al., 2005). Recently epitaxial La-doped SrTiO$_3$ films grown by MBE have demonstrated excellent electron mobilities (Jalan, et al., 2009). For $p$-type doping, acceptor dopants include trivalent metals such as In, Al, and Fe substituting for Ti (Eror and Balachandran, 1982; Ferreira et al., 2000; Fagg et al, 2001; Shin et al., 2007; Fix et al., 2008). The fascinating electronic transport properties demonstrated by SrTiO$_3$ (Spinelli et al., 2010; Son, et al., 2010) may lead to potential device applications.

Hydrogen is a ubiquitous impurity and a potential source of $n$-type conductivity in SrTiO$_3$ and in most oxides (Van de Walle, 2000; Minami, 2000; Jalan et al., 2008). Despite the prevalence of hydrogen, very little is known about its interaction with native defects such as vacancies, which are known to be the dominant point defects in perovskite oxides (Mackie et al., 2009). As an impurity in the crystal being lighter than the host atoms, hydrogen can give rise to a local vibrational mode with a frequency that is higher than the vibrational frequencies of the host. The LVM can be probed by infrared (IR) absorption spectroscopy.

1.4.2 Crystal structure

SrTiO$_3$ crystallizes in the cubic structure at room temperature with a lattice parameter of 3.905 Å (Fig. 1.6). It undergoes a symmetry-lowering transition to tetragonal structure below
105 K (Weber et al., 1986) involving a rotation of the oxygen octahedron with respect to the strontium cage (Houde et al., 1987).

Figure 1.6: Cubic unit cell of SrTiO$_3$.

1.4.3 Hydrogen defects in strontium titanate

In most as-grown oxides, isolated hydrogen forms a bond with host oxygen, resulting in an IR absorption band in the 3200-3700 cm$^{-1}$ region due to the O-H bond-stretching vibration (Wöhlecke and Kovács). In SrTiO$_3$ an IR absorption band near 3500 cm$^{-1}$ was experimentally investigated (Wakim, 1968; Weber et al., 1986; Houde et al., 1987). At low temperatures (below $T_c \approx 105$ K), this O-H absorption line split into three components, reflecting the cubic to tetragonal phase transition. Two models were proposed to describe the position of the hydrogen atom in the lattice. Houde et al. (1987) assigned the position of the hydrogen atom on the faces of the cubic cell, between Sr and O atoms. Weber et al. (1986) proposed a model where the O-H
vibrates along the line that connects oxygen neighbors. Similarly, based on their polarized Raman scattering study, Klauer and Wöhlecke (1992) suggested the octahedron model, i.e., H vibrates along the O–O bonds on the edges of the oxygen octahedron. A computational study based on the molecular orbital (MO) theory and a periodic supercell approach derived from the large-unit-cell model (Villamagua et al., 2007) supports the octahedron model.

In Chapter 5 I will present the results of my study of hydrogen-related defects in SrTiO₃, with the fundamental end of seeking a unifying, “universal trend” for the behavior of hydrogen in different oxides.
CHAPTER 2 THEORY OF VIBRATIONAL MODES

2.1 Introduction

My research is primarily focused on hydrogen in SrTiO$_3$ and nitrogen in ZnO. In both cases, hydrogen forms a bond with a native or impurity atom within the crystal lattice. In N-doped ZnO, for example, hydrogen forms N-H bonds during growth. It is therefore important to understand the effects of introducing a light impurity atom, such as hydrogen, into the crystal lattice. As it is lighter than the host atoms, hydrogen can give rise to a new vibrational mode with a frequency that is higher than the phonon modes of the host. This new mode is known as a local vibrational mode (LVM) and it interacts with IR light and the surrounding lattice, giving rise to well-defined peaks in the infrared spectrum.

2.2 The harmonic oscillator

The harmonic oscillator provides a useful model for our study of lattice vibrations in crystalline solids and the analysis of infrared spectra of diatomic molecules. In the following sections, I will discuss the classical mechanics of harmonic motion, followed by the quantum mechanical treatment of the harmonic oscillator.

2.2.1 Classical mechanics of harmonic motion

A standard classical harmonic oscillator is a mass $m$ attached to a spring of force constant $k$. The system is governed by Hooke’s Law:

$$F = -kx = m\frac{d^2x}{dt^2}. \quad (2.1)$$

The solution to this differential equation is

$$x(t) = A\cos(\omega t + \phi), \quad (2.2)$$
where $A$ and $\phi$ are constants determined by the initial conditions $\omega$ is the frequency of oscillation given by

$$\omega \equiv \sqrt{\frac{k}{m}}.$$  \hfill (2.3)

The potential energy is

$$V(x) = \frac{1}{2} k x^2$$  \hfill (2.4)

and its graph is a parabola. This makes a fine approximation if the displacements are small. We can see this by expanding the potential energy in a Taylor series about the local minimum $x_0$:

$$V(x) = V(x_0) + V'(x_0)(x - x_0) + \frac{1}{2} V''(x_0)(x - x_0)^2 + . . .$$  \hfill (2.5)

We can drop $V(x_0)$ as it is constant and does not change the force, recognize that $V'(x_0) = 0$ since $x_0$ is a minimum, and ignore the higher order terms which are negligible as long as $(x - x_0)$ stays small. The potential becomes

$$V(x) \approx \frac{1}{2} V''(x_0)(x - x_0)^2$$  \hfill (2.6)

which describes simple harmonic oscillator about point $x_0$, with an effective spring constant

$$k = V''(x_0).$$  \hfill (2.7)

The kinetic energy of the system is given by

$$T = \frac{1}{2} m \left( \frac{dx}{dt} \right)^2 = \frac{p^2}{2m}$$  \hfill (2.8)

where $p$ is the momentum of the particle. We re-write the potential energy in Eq. (2.4) by substituting $k$ with $m \omega^2$ from Eq. (2.3),

$$V = \frac{1}{2} m \omega^2 x^2.$$  \hfill (2.9)

The total energy is of the system is given by

$$E = T + V = \frac{p^2}{2m} + \frac{1}{2} m \omega^2 x^2$$  \hfill (2.10)

and is constant, determined by the amplitude $A$ of oscillation.
The simple harmonic oscillator is an important model and describes a wide range of vibrational systems. We see here that a classical harmonic oscillator can have any energy, which does not satisfy the quantized energy requirements that govern particles in the quantum domain, such as atoms in a crystal lattice. Hence a quantum mechanical treatment of harmonic oscillator is necessary.

### 2.2.2 The quantum mechanical harmonic oscillator

The quantum mechanical problem is to solve the Schrödinger equation for the potential given by Eq. (2.9). The Hamiltonian for the harmonic oscillator is expressed as

\[
H = \frac{\hat{p}^2}{2m} + \frac{1}{2} m \omega^2 \hat{x}^2
\]  

(2.12)

where \( \hat{p} \) and \( \hat{x} \) are the momentum and position operators, respectively. Following the discussion by Gasiorowicz (1996), we use the fundamental commutator relation,

\[
[\hat{p}, \hat{x}] = -i \hbar
\]  

(2.13)

where the commutator term is defined by \([A,B] = AB - BA\), and two new dimensionless operators:

\[
a_+ = \sqrt{\frac{m \omega}{2\hbar}} \hat{x} - i \frac{\hat{p}}{\sqrt{2m \omega \hbar}}
\]  

(2.14)

\[
a_- = \sqrt{\frac{m \omega}{2\hbar}} \hat{x} + i \frac{\hat{p}}{\sqrt{2m \omega \hbar}}.
\]  

(2.15)

such that the Hamiltonian can be written

\[
H = \hbar \omega \left( \frac{1}{2} + a_+ a_- \right).
\]  

(2.16)

Using these rules for commutators: \([A+B,C] = [A,C] + [B,C] \) and \([AB,C] = A[B,C] + [A,C]B\), two commutation relations for \( a_+ \) and \( a_- \) with \( H \) can be derived:
Now we write the Schrödinger equation:

\[ H \Psi = E \Psi \]  \hspace{1cm} (2.19)

where \( E \) is the energy eigenvalue and \( H \) is the Hamiltonian in Eq. (2.16). Taking Eq. (2.17) and having it act on a wavefunction \( \Psi \), we get

\[ Ha_+ \Psi - a_+ H \Psi = \hbar \omega a_+ \Psi . \]  \hspace{1cm} (2.20)

Inserting Eq. (2.19) this becomes

\[ Ha_+ \Psi = (E + \hbar \omega) a_+ \Psi . \]  \hspace{1cm} (2.21)

Likewise, when Eq. (2.18) acts on a wavefunction \( \Psi \),

\[ Ha_- \Psi = (E - \hbar \omega) a_- \Psi . \]  \hspace{1cm} (2.22)

As we can see the operators \( a_+ \) and \( a_- \) allows us to climb up and down in energy and thus are appropriately called *ladder operators*. The application of \( a_+ \) to a wavefunction generates a state of higher energy by \( \hbar \omega \); hence \( a_+ \) is called a *raising* operator. The application of \( a_- \) lowers the energy by \( \hbar \omega \); hence \( a_- \) is referred to as a *lowering* operator. Figure 2.1 shows an illustration of this “ladder” of states.
Figure 2.1: The “ladder” of stationary states for the simple harmonic oscillator.

Since the energy $E$ must be positive, there is a limit to how many times the lowering operator can be applied. That is, there is a ground state beyond which lowering ends. At the ground state,

$$a_- \Psi_0 = 0,$$

and the energy is given by

$$H \Psi_0 = \left( \frac{1}{2} \hbar \omega + \hbar \omega a_+ a_- \right) \Psi_0 = \frac{1}{2} \hbar \omega \Psi_0$$

Therefore,

$$E_0 = \frac{1}{2} \hbar \omega.$$

By simply applying the raising operator to generate the excited states, we obtain the energy eigenvalues of a simple harmonic oscillator:
\[ E_n = \left( n + \frac{1}{2} \right) \hbar \omega. \quad (2.26) \]

Figure 2.2 shows a sketch of the eigenfunctions of Eq. (2.12) and the energy levels of Eq. (2.26) represented by the horizontal dashed lines. Each wavefunction is drawn using the energy line as the \( x \)-axis.

The ground state wavefunction can be determined by plugging in the lowering operator in Eq. (2.23):

\[
\left( \sqrt{\frac{m \omega}{2 \hbar}} \hat{x} + i \frac{\hat{p}}{\sqrt{2m\hbar}} \right) \Psi_0 = 0
\]

so that the one-dimensional differential equation to solve is

\[
\left( \frac{m \omega}{\hbar} x + \frac{d}{dx} \right) \Psi_0(x) = 0. \quad (2.28)
\]

Figure 2.2: Eigenfunctions and energies of a quantum mechanical harmonic oscillator.

The solution to Eq. (2.28) is

\[
E_n = \left( n + \frac{1}{2} \right) \hbar \omega.
\]
\[ \Psi_0(x) = c_0 e^{-\frac{m\omega}{2\hbar}x^2}. \]  
(2.29)

From this bottom rung of the ladder we apply the raising operator so that the wavefunction for each state of the quantum harmonic oscillator is

\[ \Psi_n(x) = c_n (a_+)^n e^{-\frac{m\omega}{2\hbar}x^2} \]  
(2.30)

where \( c_n \) is the normalization constant which can be worked out and the result is

\[ c_n = \left( \frac{m\omega}{\pi \hbar} \right)^{1/4} \frac{(-i)^n}{\sqrt{n!(\hbar\omega)^n}}. \]  
(2.31)

The wavefunction in three dimensions is obtained by separating it into the three normal coordinates:

\[ \Psi(x, y, z) = \Psi_x(x)\Psi_y(y)\Psi_z(z). \]  
(2.32)

The Hamiltonian and the energy eigenvalues for the three-dimensional harmonic oscillator are

\[ H = \frac{\hat{p}^2}{2m} + \frac{1}{2} m \left( \omega_x^2 \hat{x}^2 + \omega_y^2 \hat{y}^2 + \omega_z^2 \hat{z}^2 \right) \]  
(2.33)

and

\[ E = E_x + E_y + E_z = \hbar \left[ n_x \omega_x + n_y \omega_y + n_z \omega_z + \frac{1}{2} (\omega_x + \omega_y + \omega_z) \right]. \]  
(2.34)

### 2.3 Lattice vibrations

Atoms in a crystal are not fixed at rigid sites on the lattice, but are vibrating about their equilibrium positions. In this section I will discuss the vibrations of the atoms in a crystalline solid. I will start with the vibrational properties of a linear chain of identical atoms, the monatomic linear chain, since many of the significant features of lattice vibrations can be understood on the basis of this simple one-dimensional model. Then I will delve into the
diatomic linear chain as we have many important compound semiconductors consisting of two different atoms.

### 2.3.1 Monatomic linear chain of atoms

We will consider a linear chain of identical atoms of mass $M$ which interact only through nearest-neighbor forces (Fig. 2.3). Following the treatment given by Kittel (2005), we assume that the net restoring force is proportional to the atom’s displacement relative to its nearest neighbors. If we denote the displacement of atom $n$ from its equilibrium position as $r_n$, the force on it caused by the displacement of the nearest-neighbor interactions is

$$F = k(r_{n+1} - r_n) + k(r_{n-1} - r_n)$$

where $k$ is the force constant between the nearest-neighbor atoms.

![Figure 2.3: A monatomic linear chain of atoms with mass $M$.](image)

The equation of motion of an atom $n$ is given by

$$M \left( \frac{d^2r_n}{dt^2} \right) = k(r_{n+1} + r_{n-1} - 2r_n).$$

(2.36)

Given the oscillatory motion of the atoms around their equilibrium positions, all displacements have the time-dependence $e^{-i\omega t}$ so $(d^2r_n/dt^2) = -\omega^2 r_n$. Therefore Eq. (2.36) becomes

$$-M\omega^2 r_n = k(r_{n+1} + r_{n-1} - 2r_n)$$

(2.37)

with solutions in the form of propagating wave:

$$r_n = re^{i\kappa a},$$

(2.38)
where \( a \) is the interatomic spacing and \( K \) is the magnitude of the wavevector.

Using Eq. (2.38), we write Eq. (2.37) in the form

\[
-\omega^2 M r e^{inKa} = kr[e^{i(n+1)Ka} + e^{i(n-1)Ka} - 2e^{inKa}],
\]

and, after cancelling \( re^{inKa} \) on both sides, simplify to

\[
-\omega^2 M = k(e^{iKa} + e^{-iKa} - 2)
\]

Using the identity \( 2 \cos(Ka) = e^{iKa} + e^{-iKa} \), we get the dispersion relation \( \omega(K) \)

\[
\omega = \left[ 2 \frac{k}{M} (1 - \cos Ka) \right]^\frac{1}{2}.
\]

Using the trigonometric identity \( 1 - \cos Ka = 2 \sin^2 \frac{Ka}{2} \), the dispersion relation may also be written as

\[
\omega = 2 \left[ \frac{k}{M} \left| \sin \frac{Ka}{2} \right| \right].
\]

A plot of the dispersion relation \( \omega vs K \) for a monatomic linear chain is shown in Fig. 2.4. As atoms occupy discrete positions in the lattice, a phonon of wavelength \( a \) is equivalent to \( a/2, a/3, \) etc. The range of wavevectors \( K \) that is physically significant to describe all the phonon modes is referred to as the first Brillouin zone. In Fig. 2.4, the first Brillouin zone is comprised of \(-\pi/a < K \leq \pi/a\). Wavevectors outside the boundaries of Brillouin zone can be “folded” back into the first Brillouin zone.
2.3.2 Diatomic linear chain of atoms

Now let us consider a linear chain of atoms consisting of two different types arranged in an alternating pattern (Fig. 2.5). The atoms of mass $M_1$ and $M_2$ are located at positions $r_n$ and $s_n$, respectively. As in the previous case, only nearest-neighbor interactions are considered and with the same force constant $k$ between all pairs. The interatomic distance is $a/2$ and the lattice constant is $a$. Taking a similar flow of discussion as in Kittel (2005), we write the equations of motion of the two masses:

$$M_1 \left( \frac{d^2 r_n}{dt^2} \right) = k(s_n + s_{n-1} - 2r_n);$$

$$M_2 \left( \frac{d^2 s_n}{dt^2} \right) = k(r_{n+1} + r_n - 2s_n).$$

(2.43)
Figure 2.5: A diatomic linear chain of atoms with mass \( M_1 \) and \( M_2 \).

As in the monatomic linear chain, the solutions will take the form of a traveling wave, but now with different amplitudes, \( r \) and \( s \), on alternating atomic planes:

\[
  r_n = re^{iKna}e^{-i\omega t};
\]

\[
  s_n = se^{iKna}e^{-i\omega t}.
\]

Substituting the solutions, given in Eq. (2.44), into Eq. (2.43), we have

\[
  -\omega^2 M_1 r = k s \left( 1 + e^{-iKa} \right) - 2kr;
\]

\[
  -\omega^2 M_2 s = kr \left( e^{iKa} + 1 \right) - 2ks.
\]

To solve the set of linear equations (2.45), we set the determinant of the matrix to zero:

\[
  \begin{vmatrix}
    2k - M_1 \omega^2 & -k \left( 1 + e^{-iKa} \right) \\
    -k \left( 1 + e^{iKa} \right) & 2k - M_2 \omega^2
  \end{vmatrix} = 0
\]

or

\[
  M_1 M_2 \omega^4 - 2k(M_1 + M_2) \omega^2 + 2k^2(1 - \cos Ka) = 0
\]

Solving \( \omega^2 \) from the resultant quadratic equation (2.47), we obtain

\[
  \omega^2 = k \left( \frac{1}{M_1} + \frac{1}{M_2} \right) \pm k \sqrt{ \left( \frac{1}{M_1} + \frac{1}{M_2} \right)^2 - \frac{4}{M_1 M_2} \sin^2 \left( \frac{Ka}{2} \right) }.
\]

However it is simpler to examine the limiting cases \( Ka \ll 1 \) and \( Ka = \pm \pi \) at the Brillouin zone boundary with Eq. (2.47). For small \( Ka \) we use the expansion \( \cos Ka \approx 1 - \frac{1}{2}K^2a^2 + \cdots \), and the two roots are
\[ \omega^2 \approx 2k \left( \frac{1}{M_1} + \frac{1}{M_2} \right) \]  
(2.49)

\[ \omega^2 \approx \frac{1}{2} \frac{k}{M_1 + M_2} K^2 a^2 \]  
(2.50)

Equation (2.49) represents the dispersion relation for the optical phonon branch while Eq. (2.50) represents the acoustic phonon branch. For \( K = \pm \frac{\pi}{a} \), we have the following roots:

\[ \omega^2 = \frac{2k}{M_1}; \]  
(2.51)

\[ \omega^2 = \frac{2k}{M_2}. \]  
(2.52)

The dispersion relation \( \omega \) vs \( K \) for a diatomic linear chain is shown in Fig. 2.6. The upper branch is the optical branch, and at \( K = 0 \), we find the amplitude ratio by substituting Eq. (2.49) in Eq. (2.45):

\[ \frac{r}{s} = -\frac{M_2}{M_1}. \]  
(2.53)

This means that the atomic displacements are in opposite directions, but their center of mass is fixed. If the two atoms carry opposite charge, these modes may be excited by interaction with the electric field of a light wave, hence the branch is called the optical branch. The lower branch of the dispersion curve is the acoustic branch. At \( K = 0 \) limit of Eq. (2.50) and on substitution in Eq. (2.45), we obtain \( r = s \), which corresponds to atomic displacements in the same direction, as in long wavelength acoustic vibrations, thus the acoustic branch is given its name.
2.4 Local vibrational modes (LVMs)

When an impurity is introduced into a crystal, the translational symmetry of the pure lattice is broken. Let us consider again the monatomic linear chain discussed in Section 2.1, but this time let us replace one lattice mass by a smaller mass $m$. Our goal is to show that one of the normal modes of the lattice will be localized around the smaller atom $m$. As in Sec. 2.1, we write the lattice equations of motion, and in this case, one equation for the lighter atom $m$ and another for the host atom $M$, and we let atom $m$ occupy the $n = 0$ position. Hence,

\[ m \left(\frac{d^2 r_0}{dt^2}\right) = k(r_1 + r_{-1} - 2r_0) \]  
(2.54)

\[ M \left(\frac{d^2 r_1}{dt^2}\right) = k(r_2 + r_0 - 2r_1). \]  
(2.55)
As shown in Sec. 2.1 the solution to the perfect lattice is given by Eq. (2.42): \( \omega = \frac{k}{\sqrt{M}} \sin \frac{K_a}{2} \).

Now if we look at an expression of sine function provided by Euler’s formula, \( \sin x = \frac{e^{ix} - e^{-ix}}{2i} \), we let the wavenumber \( K \) be complex so that we obtain a normal mode with a frequency higher than the phonon frequencies:

\[
K = K_R + iK_i
\]  

(2.56)

From Euler’s formula, we generate the identity

\[
\sin \left( \frac{Ka}{2} \right) = \left( e^{iK_R a/2} e^{-K_1 a/2} - e^{-iK_R a/2} e^{K_1 a/2} \right) \frac{2i}{2i} = \sin \left( \frac{K_R a}{2} \right) \cosh \left( \frac{K_1 a}{2} \right) - i \cos \left( \frac{K_R a}{2} \right) \sinh \left( \frac{K_1 a}{2} \right)
\]

(2.57)

For the frequency in Eq. (2.42) to be real, the imaginary component must equal zero. This suggests that \( K_R = \frac{\pi}{a} \). The displacement \( r \) of atom in position \( n \) is given by

\[
r_n = r_0 e^{-i\pi n} e^{-K_1 a} e^{-i\omega t} = r_0 (-1)^n e^{-K_1 a} e^{-i\omega t}.
\]

(2.58)

As we can see from above equation (2.58), the amplitude undergoes exponential decay with distance from the impurity. Substituting it into Eqs. (2.54) and (2.55), respectively, we obtain

\[
\omega^2 = \frac{k}{m} (2 + 2e^{K_1 a})
\]

(2.59)

\[
\omega^2 = \frac{k}{M} (2 + e^{-K_1 a} + e^{K_1 a})
\]

(2.60)

Solving Eqs. (2.59) and (2.60) simultaneously, we have

\[
e^{-i\omega t} = \frac{2M-m}{m}
\]

(2.61)

and

\[
\omega^2 = \omega_{\text{max}}^2 \frac{M^2}{2Mm-m^2}
\]

(2.62)
where $\omega_{max} = \sqrt{\frac{4k}{M}}$ is the maximum frequency of the unperturbed linear chain. Now if $m \ll M$, we can express Eq. (2.62) approximately as

$$\omega^2 \approx \omega_{max}^2 \frac{M}{2m},$$

which indicates that there exists an LVM frequency above the highest phonon frequency.

### 2.4.1 Isotopic shift

To identify a particular impurity producing a given LVM signature, an isotope is substituted in place of the impurity (Haller, 1995). The isotope will bond in the same manner as its counterpart, but the LVM frequency will be different. The shift in frequency is referred to as isotopic shift. If we model the impurity, with mass $m$, as attached to the lattice whose mass is represented by $M$ by a spring of force constant $k$ (Fig. 2.7), we can use the diatomic model to solve the vibrational frequency:

$$\omega = \sqrt{k \left( \frac{1}{M} + \frac{1}{m} \right)} \equiv \sqrt{\frac{k}{\mu}},$$

where $\mu = \left( \frac{1}{M} + \frac{1}{m} \right)^{-1}$ is the reduced mass of the system. Suppose hydrogen ($m = 1$ amu) is suspected to be responsible for an observed LVM. This can be verified by replacing hydrogen by deuterium ($m = 2$ amu). The ratio between frequencies is given by

$$r = \frac{\omega_H}{\omega_D} = \sqrt{2 \frac{M+1}{M+2}},$$

where $\omega_H$ and $\omega_D$ are the LVM frequencies of the hydrogen and deuterium, respectively. The isotopic frequency ratio $r$ is slightly less than $\sqrt{2}$ due to the finite lattice mass $M$ and that the lattice is not perfectly rigid. Nonetheless, the diatomic model has proved to be a useful empirical model to determine the frequencies and isotope shifts of a numerous LVMs (Haller, 1995).
2.4.2 Anharmonicity

We have assumed a harmonic potential in the models discussed so far. However, real potentials are not perfectly parabolic; rather, they exhibit anharmonicity (Newman, 1990) as displacements become larger. The Morse potential (Morse, 1929) is a model that attempts to account for this effect, and is given by

\[ V(x) = D_e \left( e^{-\beta x} - 1 \right)^2, \]  \hspace{1cm} (2.66)

where \( D_e \) is the binding energy. For small displacements \( x \) from equilibrium, the Morse potential (Fig. 2.8) approximates a harmonic potential, with a force constant \( k = 2D_e \beta^2 \).

Anharmonicity is one of the factors that reduces the isotopic frequency ratio derived in Sec. 2.3.1. This effect is demonstrated quantitatively by considering the energy eigenvalues of the Morse potential, which is given by

\[ E_n = \frac{1}{2} \hbar \omega_e \left( n + \frac{1}{2} \right) \left[ 1 - x_e \left( n + \frac{1}{2} \right) \right], \]  \hspace{1cm} (2.67)

where

\[ \omega_e = \beta \left( \frac{2D_e}{\mu} \right)^{\frac{1}{2}}, \]  \hspace{1cm} (2.68)

and

\[ \omega_e x_e = \frac{\hbar \beta^2}{2\mu}. \]  \hspace{1cm} (2.69)
The first excited state is given by

\[ \Delta E = E_1 - E_0 = \hbar \omega_e - 2\hbar \omega_e x_e. \]  

(2.70)

The anharmonic term \( \omega_e x_e \) varies inversely with the reduced mass, as Eq. (2.69) shows. Thus, the anharmonic term is greater for hydrogen than for deuterium. Since hydrogen has larger amplitude of vibration than the deuterium, its wavefunction samples more of the anharmonicity. Therefore its frequency is reduced relative to the deuterium frequency, so that their frequency ratio \( r = \omega_H / \omega_D \) is lowered.

Figure 2.8: The Morse potential with the parabolic potential (dashed line) for comparison. Also shown are the hydrogen and deuterium ground states.
2.5 Infrared Absorption

To probe the vibrational spectrum of a defect, infrared (IR) radiation is passed through the sample. A photon can be absorbed by the defect and its energy transformed into vibrational excitation. The energy at which a peak in the IR absorption spectrum appears corresponds to the vibrational frequency related to the defect. Hence, IR absorption spectroscopy is an important and essential technique for materials analysis. I used this method to obtain most of the results presented in this thesis.

In this section, the derivation of the absorption cross section of an oscillating dipole using the classical approach is shown. As in the preceding sections, we will use the masses-spring system to model our oscillating dipole. Two masses $M$ and $m$, each carrying an electric charge $+q$ and $-q$, respectively, are connected to each other by a spring with a force constant $k$. The equation of motion is given by

$$\mu \frac{d^2r}{dt^2} + \mu \gamma \frac{dr}{dt} + \mu \omega_0^2 r = -qE(t),$$  \hspace{1cm} (2.71)

where $\gamma$ is a damping constant, $\mu = \left(\frac{1}{M} + \frac{1}{m}\right)^{-1}$ is the reduced mass, $\omega_0 = \sqrt{k/\mu}$ is the natural angular frequency, and $E(t)$ is the electric field. The electric field is assumed to be monochromatic with a frequency $\omega$, that is,

$$E(t) = E_0 e^{-i\omega t}. \hspace{1cm} (2.72)$$

The solution to Eq. (2.71) is given by

$$r(t) = r_0 e^{-i\omega t}, \hspace{1cm} (2.73)$$

which, when substituted into Eq. (2.71), gives

$$-\mu \omega^2 r_0 e^{-i\omega t} - i\mu \gamma r_0 e^{-i\omega t} + \mu \omega_0^2 r_0 e^{-i\omega t} = -qE_0 e^{-i\omega t},$$

giving the amplitude $r_0$.
The polarization for \( N \) dipoles per unit volume is determined by

\[
P = N \varepsilon \]

\[
= \frac{Nq^2}{\mu} \frac{1}{\omega_0^2 - \omega^2 - i\gamma\omega} E(t). \tag{2.74}
\]

The dielectric constant \( \varepsilon = 1 + \frac{4\pi P}{E} \) is given by

\[
\varepsilon(\omega) = 1 + \frac{4\pi Nq^2}{\mu} \frac{1}{\omega_0^2 - \omega^2 - i\gamma\omega}, \tag{2.75}
\]

where the oscillator strength of this simple dipole is equal to unity. Oscillator strength gives a measure of the intensity of the transition that the dipole undergoes.

To solve the rate of absorption of energy of the oscillating dipole, we will first get the relative velocity of the two masses by taking the derivative of Eq. (2.73),

\[
v(t) = i\omega r_0 e^{-i\omega t}. \tag{2.76}
\]

Then we can calculate the power absorbed per unit volume by the dipole:

\[
P(t) = q \Re[E(t)] \Re[v(t)], \tag{2.77}
\]

which gives

\[
P(t) = \frac{q^2 E_0^2 \omega}{\mu} \cos \omega t \Re \left[ \frac{(\omega_0^2 - \omega^2 - i\gamma\omega)}{(\omega_0^2 - \omega^2)^2 + \gamma^2 \omega^2} (i \cos \omega t - \sin \omega t) \right]
\]

\[
= \frac{q^2 E_0^2 \omega}{\mu} \cos \omega t \frac{\gamma \omega \cos \omega t - (\omega_0^2 - \omega^2) \sin \omega t}{(\omega_0^2 - \omega^2)^2 + \gamma^2 \omega^2}, \tag{2.78}
\]

where we assumed \( E_0 \) to be real. Now, solving the time-averaged power \( \langle P \rangle \) absorbed by the dipole, we note the fact that \( \langle \cos^2 \omega t \rangle = \frac{1}{2} \) and \( \langle \sin \omega t \cos \omega t \rangle = 0 \), hence

\[
\langle P \rangle = \frac{q^2 E_0^2 \omega^2 \gamma/2\mu}{(\omega_0^2 - \omega^2)^2 + \gamma^2 \omega^2}. \tag{2.79}
\]

The absorption cross-section is given by the ration of the power dissipation to the intensity of the electromagnetic wave,
\[
\sigma = \frac{\langle P \rangle}{ncE_0^2/8\pi} = \frac{4\pi q^2\omega^2\gamma}{n\mu c} \frac{1}{(\omega_0^2-\omega^2)^2+\gamma^2\omega^2}, \tag{2.80}
\]

where \( n \) is the index of refraction and \( c \) is the speed of light. The cross-section defines an effective area in which incident light is totally absorbed. It is expressed in units of cm\(^2\). The damping factor is approximately the full width at half maximum (FWHM) of the absorption peak.

Consider an electromagnetic wave incident on a material with \( N \) dipoles per cm\(^3\). Let \( I_0 \) be the intensity of the electromagnetic wave entering an infinitesimal slab of this material of area \( A \) and thickness \( dz \), and \( dl \) be the intensity absorbed in the slab while \( I \) be the transmitted intensity. The fraction of photons absorbed per unit area will be \( \frac{\sigma N dz}{A} = \sigma N dz \). Thus

\[
\frac{dl}{l} = -\sigma N dz. \tag{2.81}
\]

The solution to this differential equation is obtained by integrating both sides and yields

\[
I = I_0 e^{-\sigma N z} = I_0 e^{-\alpha z}, \tag{2.82}
\]

where \( \alpha \) is the absorption coefficient expressed in units of cm\(^{-1}\).

The integrated absorption is defined as

\[
\mathcal{A} = \int_0^\infty \alpha(\omega) d\omega = N \int_0^\infty \sigma(\omega) d\omega. \tag{2.83}
\]

Inserting the absorption cross-section given by Eq. (2.80) in Eq. (2.83),

\[
\mathcal{A} = \frac{4\pi q^2\gamma}{n\mu c} \int_0^\infty \omega^2 \frac{d\omega}{(\omega_0^2-\omega^2)^2+\gamma^2\omega^2}. \tag{2.84}
\]

In the limit \( \gamma \ll \omega_0 \), the integrand is nonzero only in a narrow range about \( \omega_0 \). Hence we can write

\[
\omega = \omega_0 + \delta \omega, \tag{2.85}
\]
where $\delta \omega \ll \omega_0$. Substituting this into the integral in Eq. (2.84), and keeping the lowest order $\delta \omega$ and $\gamma$ terms, we have

$$\mathcal{A} = \frac{4\pi N q^2 \gamma}{\hbar \mu c} \int_0^\infty \frac{d(\delta \omega)}{4(\delta \omega)^2 + \gamma^2}.$$

(2.86)

where the integrand is a Lorentzian function. By trigonometric substitution, the integral can be solved and Eq. (2.86) becomes

$$\mathcal{A} = N \frac{2\pi q^2}{\hbar \mu c},$$

(2.87)

where the units are given in cm$^{-1}$rad/s. In practice, wavenumbers are often used in spectroscopy, defined as the reciprocal of the wavelength, $1/\lambda$. The conversion between wavenumber and angular frequency is $\frac{1}{\lambda} = \frac{\omega}{2\pi c}$, which yields

$$\mathcal{A} = N \frac{\pi^2 q^2}{\hbar \mu c^2}$$

(2.88)

in the unit cm$^{-2}$. This result shows that integrated absorption is independent of the frequency $\omega_0$ and the width $\gamma$ of the peak. A quantum-mechanical approach, which applies Thomas-Reiche-Kuhn sum rule, yields similar result (McHale, 1999). The classical interpretation of the meaning of oscillator strength is consistent with the sum rule.

2.6 Temperature dependence

Increasing the temperature of a semiconductor results in lattice expansion and increase in thermal population of phonon modes. Two models describe the interaction between the LVM and the phonons (McCluskey and Haller, 1999; McCluskey, 2000). The first model assumes the LVM interacts with all the phonon modes (Eliot et al., 1965), suggesting that the LVM shift, $\delta(\nu)$, is proportional to the thermal lattice energy $U(T)$:
\[ \delta(\nu) = \frac{\beta}{N_A} U(T), \]  
\[ U(T) = \frac{N}{2} k \sum_{q} A_q^2, \]

where \( A_q \) is the amplitude of vibration, \( N \) is the number of atoms, and \( k \) is the nearest-neighbor force constant. The broadening of the line-width is found to be proportional to the square of the absolute temperature (Elliot et al., 1965). This model was used to explain the temperature dependence of LVMs in GaP (McCluskey et al., 1995).

In the second model, the LVM is assumed to interact with a single phonon (McCluskey and Haller, 1999). The temperature-dependent energy shift is given by

\[ \delta(\nu) = \frac{\delta\nu_0}{e^{h\nu_0/kT} - 1} \]

and the line-width broadening is given as

\[ \delta\Gamma = \frac{2(\delta\nu_0)^2}{\eta} \frac{e^{h\nu_0/kT}}{(e^{h\nu_0/kT} - 1)^2}, \]

where \( \delta\nu_0, \nu_0, \) and \( \eta \) are adjustable parameters. The temperature dependence of the LVMs in GaAs are well-described by this model (Vetterhöffer and Weber, 1996).
CHAPTER 3 EXPERIMENTAL TECHNIQUES

3.1 Fourier transform infrared (FTIR) spectroscopy

Fourier transform infrared (FTIR) spectroscopy is a preferred technique in infrared spectroscopy because it has the advantages of faster scanning process, higher sensitivity, and greater optical throughput than grating monochromators. We use FTIR spectroscopy to probe local vibrational modes and free carrier absorption in our samples. The main component of an FTIR spectrometer is a Michelson interferometer (Fig. 3.1). It has a beamsplitter which takes the parallel infrared beam from a broadband source and splits it into two optical beams. One beam is directed to a fixed mirror while the other beam is directed to a moving mirror. The two beams reflect off their respective mirrors and recombine at the beamsplitter. The beam that leaves the interferometer is a superposition of these beams. This beam enters the sample compartment where it is transmitted through or reflected off the sample (depending on the type of analysis being carried out). This is where specific frequencies of energy, characteristic of the sample or defects in the sample, are absorbed. The beam finally passes to the detector for final measurement. The resulting signal is called an interferogram and every data point is a function of the moving mirror position and has information about every infrared frequency that reaches the detector. As the interferogram is measured, all frequencies are being measured simultaneously, resulting to extremely fast measurements.

To make a meaningful interpretation of the interferogram, we need convert it into a plot of the spectrum in frequency space. This can be accomplished by applying a well-known mathematical algorithm called a Fourier transform, performed by the computer which then presents the desired frequency spectrum, that is, a plot of the intensity as a function of frequency.
3.1.1 Derivation of Fourier result

The spectral equation used in Fourier transform spectroscopy will be derived in this section, following the procedure given by Bell (1972). Consider an incident beam of light on the beamsplitter with an electric field given by

\[ E(x, k) = E_0 e^{i k x - \omega t}, \]  

(3.1)

where \( k = \frac{2\pi}{\lambda} \) and \( x \) is the distance along the beam. After amplitude splitting, the two beams in the Michelson interferometer have traveled distances \( x_1 \) and \( x_2 \), respectively. They recombine to form a resultant electric field.
\[ E_R(x_1, x_2, k) = E_0(k) [e^{i(kx_1-\omega t)} + e^{i(kx_2-\omega t)}]. \]  

(3.2)

The intensity of the electromagnetic wave for a particular value of \( k \) is given (within a multiplying factor) by the square of the electric field:

\[ I_R = E_R E_R^*. \]  

(3.3)

Substituting Eq. (3.2) yields

\[
I_R(x_1, x_2, k) = E_0^2(k)[2 + e^{ik(x_1-x_2)} + e^{-ik(x_1-x_2)}]
\]

\[ = E_0^2(k)[2 + e^{i\delta} + e^{-i\delta}]. \]  

(3.4)

where \( \delta = x_1 - x_2 \). Using the definition \( \cos z = \frac{e^{iz} + e^{-iz}}{2} \), Eq. (3.4) can be written

\[ I_R(x_1, x_2, k) = 2E_0^2(k)[1 + \cos k\delta]. \]  

(3.5)

The total intensity at any path difference \( \delta \) is obtained by integrating over \( k \):

\[ I_R(\delta) = \int_0^\infty I(\delta, k) dk \]  

(3.6)

\[ I_R(\delta) = 2 \int_0^\infty E_0^2(k) dk + 2 \int_0^\infty E_0^2(k) \cos k\delta dk. \]  

(3.7)

This is the interferogram. The first term of Eq. (3.7) is a constant, so we take it as an offset term, and only the second term varies with \( \delta \). Then Eq. (3.7) becomes

\[ I_R(\delta) = 2 \int_0^\infty E_0^2(k) \cos k\delta dk. \]  

(3.8)

Ignoring proportionality constant as before, we may replace \( 2E_0^2(k) \) by \( I_0(k) \):

\[ I_R(\delta) = \int_0^\infty I_0(k) \cos k\delta dk, \]  

(3.9)

which is simply the Fourier transform of the intensity \( I_0(k) \). To obtain the spectrum \( I_0(k) \), we perform an inverse Fourier transform:

\[ I_0(k) = \int_0^\infty I_R(\delta) \cos k\delta d\delta. \]  

(3.10)
Hence, within a multiplicative constant, the spectrum in frequency space can be computed by the Fourier transform of the interferogram. Figure 3.2 shows an example of an interferogram and the corresponding frequency spectrum.

Figure 3.2: Plots of an (a) interferogram and its (b) Fourier transform.
3.1.2 Resolution and apodization

As shown in the preceding derivation, the path length difference $\delta$ was assumed to vary from 0 to $\infty$. In an actual instrument, however, the scanning mirror may move only a finite range $L$ (typically a few centimeters). Assume a monochromatic source with an intensity given by

$$I_0(k) = I_0 \delta(k - k_0),$$

(3.11)

where $\delta$ is the Dirac delta function which can describe a perfectly sharp absorption peak. Inserting this into Eq. (3.9) yields

$$I(\delta) = I_0 \cos k_0 \delta.$$

(3.12)

Now if an absorption peak is described by a delta function, the peak measured by the FTIR spectrometer will be broadened by the finite scanning range $L$. The Fourier transform of the interferogram, truncated at a distance $L$, is given by

$$I_0(k) = \int_0^L I(\delta) \cos k \delta \, d\delta.$$  

(3.13)

Inserting Eq. (3.12) into Eq. (3.13) yields

$$I(k) = \int_0^L \cos k_0 \delta \cos k \delta \, d\delta,$$

(3.14)

which can be re-written as

$$I(k) = \frac{1}{2} \int_0^L \{ \cos[\delta(k - k_0)] + \cos[\delta(k + k_0)] \} \, d\delta$$

(3.15)

using the trigonometric identity $2 \cos A \cos B = \cos(A - B) + \cos(A + B)$. Solving the integral yields

$$I(k) = \frac{L}{2} \left\{ \frac{\sin[L(k - k_0)]}{L(k - k_0)} + \frac{\sin[L(k + k_0)]}{L(k + k_0)} \right\}.$$  

(3.16)

Typically, $k_0 L \gg 1$, so the second term can be disregarded. Therefore, Eq. (3.16) can be written as

$$I(k) \approx L \left\{ \frac{\sin[L(k - k_0)]}{L(k - k_0)} \right\} = L \text{sinc}[L(k - k_0)],$$

(3.17)
where we used the definition $\text{sinc} \ x \equiv \frac{\sin x}{x}$. Figure 3.3 shows a plot of the sinc function characterized by a central maximum peak with secondary positive and negative peaks with diminishing amplitude farther from the center. The sinc function is zero at $x = \pm \pi$, or $k = k_0 \pm \frac{\pi}{L}$. Hence, the width of the central peak is

$$\Delta k \approx \frac{1}{L},$$

(3.18)

showing that the resolution of the spectrometer is limited to the inverse of the scanning length $L$.

The large secondary oscillations on the sides of the central peak arise from the abrupt way in which the interferogram converges to zero at $L$. By causing the interferogram to converge slowly to zero at $L$, the secondary oscillations are greatly reduced and the function is highly localized. This numerical process of reducing the size of the secondary oscillations is called *apodization*. There are a number of apodization functions available, each with its own characteristic features. The most common apodization function is a linear function that goes to zero at $\delta = L$. This yields an apodized spectrum given by

$$I(k) \approx \text{sinc}^2[L(k - k_0)].$$

(3.19)

The plot of $\text{sinc}^2 x$ function has considerably smaller secondary oscillations than the $\text{sinc} x$ function, as shown in Fig. 3.3.
Figure 3.3: Plots of (a) $\text{sinc}(x)$ and (b) $\text{sinc}^2 x$.

### 3.1.3 Advantages of FTIR spectroscopy

Evidently, FTIR spectroscopy has a number of advantages that make it a more desirable technique over the “older” dispersive method for infrared spectral analysis.
i. A FTIR spectrometer samples all frequencies simultaneously with each mirror cycle, thus measurements are faster. This is referred to as Fellgett’s advantage (Fellgett, 1958). Consequently, the fast scans enable signal averaging of several scans in order to reduce the random measurement noise.

ii. The optical throughput is much higher, known as Jacquinot’s advantage (Jacquinot, 1960), which results in much lower noise levels. This results from the fact that in a dispersive instrument, the entrance and exit slits of the monochromator control the amount of light that passes through it. In a FTIR spectrometer, the interferometer throughput is determined only by the diameter of the collimated beam that comes from the source.

iii. It is mechanically simple since the only continuously moving part is the scanning mirror in the interferometer. Therefore, mechanical breakdowns are relatively rare.

iv. It does not require an external calibration because it uses a He-Ne laser, as will be discussed in the next section, as an internal wavelength calibration standard. This provides better wavelength accuracy and is referred to as the Connes’ advantage (Connes and Connes, 1966).

3.1.4 FTIR experimental apparatus

A Bomem DA8 FTIR spectrometer was used to obtain infrared spectra presented in this thesis (Fig. 3.4). It is a versatile spectrometer equipped with several optical ports, detectors modules and an array of interchangeable parts. The configuration consists of a globar IR source, which is a SiC rod heated to 1200°C, a KBr beamsplitter, and an MCT or InSb detector. The MCT (mercury cadmium telluride) detector is sensitive to IR light in the range of 450 to 5000 cm⁻¹ while the InSb (indium antimonide) detector is much more sensitive in the range of 1800 to
7000 cm\(^{-1}\). Both detectors must be cooled to liquid nitrogen temperatures. The beamsplitter is made out of potassium bromide (KBr) which is suitable for mid-IR studies in the range of 450 to 5000 cm\(^{-1}\). The water-cooled globar source emits blackbody radiation that extends from \(~200\) to 4000 cm\(^{-1}\). The spectrometer is also equipped with a Janis closed-cycle helium cryostat system that is used to maintain sample temperatures to as low as 7 K.

![Cryostat and Detector](Image)  
*Figure 3.4: The Bomem DA8 FTIR spectrometer with a Janis closed-cycle helium cryostat attached to the backport of the spectrometer. An MCT detector is attached to front compartment for room temperature measurement.*
To accurately measure the position of the scanning mirror, the spectrometer uses a single-mode He-Ne laser in which all but 632-nm wavelengths are suppressed (therefore a single-mode laser). The laser beam is sent to the interferometer and the interferogram it produces resembles a pure cosine oscillation. There are approximately 31600 cycles of laser cosine waves per cm of displacement of the scanning mirror. By monitoring the laser interferogram, high-precision tracking of the optical path difference $\delta$ is obtained.

In order to co-add successive scans and obtain the spectrum through the Fourier transform algorithm, it is necessary to be able to locate a positional reference that is highly repetitive from scan to scan. A zero path difference (ZPD) can be determined by the use of a white light source. Since the laser source is monochromatic, its interferogram cannot produce an unambiguous pattern at one particular scanning mirror position. The white light, emitted by an intense incandescent lamp, is a broadband source of light and its interferogram has a large maximum at ZPD where all wavelengths of light interfere constructively. The white light passes through the same optical elements as the light from the globar.

### 3.2 Photoluminescence (PL) spectroscopy

Photoluminescence (PL) provides a non-destructive technique for detection and identification of point defects in semiconductors. Bandgaps can be determined as well as the relative energetic position of sub-bandgap defect states. Sub-bandgap PL emission is related to electron–hole recombination mediated by a defect state. Photoluminescence excitation (PLE) is a technique where the spectrometer is set to detect emission of particular photon energy from the sample. The intensity of this emission is then recorded as a function of the excitation photon energy. It is a useful method to study the correlation between excitation (i.e., absorption) states
and photoluminescence emissions. The PLE spectrum is expected to coincide with the absorption spectrum, with the difference that in the latter case several different transitions may contribute to and complicate the spectral analysis. Articles by P.J. Dean (1982) and G.D. Gilliland (1997) provide an excellent review on the basic uses of photoluminescence in semiconductor analysis.

Our PL measurements were performed using JY-Horiba FluoroLog-3 spectrofluorometer system (Fig. 3.5) equipped with double-grating excitation and emission monochromators with 1200 grooves/mm grating. Double-grating monochromators provide a significant increase in sensitivity, resolution and stray-light rejection. The excitation source is a 450-W xenon CW lamp. The sample compartment consists of a module that provides efficient throughput with an option of standard right-angle emission collection or front-face emission collection. The module also comes equipped with a Si diode reference detector to monitor and compensate for variations in the Xe lamp output. The detector is an R928P photomultiplier tube (PMT) which provides sensitive spectral characterization in the UV through the visible range. A system interface (SpectraAcq) transfers information to and from the host computer. An instrumental correction can be performed on all PL spectra, to correct for the wavelength-dependent PMT response, grating efficiencies, and the variation in output intensity from the lamp. Low temperature measurements were performed using a Janis closed-cycle helium cryostat.
3.3 Hall effect

Hall effect is a useful means of measuring the electrical properties of a semiconductor. Hall effect takes place when a potential difference (the Hall voltage) is produced across the sample through which a current is flowing and with applied magnetic field perpendicular to the sample. Carrier type, concentration and mobility are obtained through Hall effect measurements.

3.3.1 Derivation of Hall voltage

Consider an electric current $I$ flowing through the sample in the presence of a magnetic field $\vec{B}$ as shown in Fig. 3.6. The magnetic field exerts a transverse force on the moving charges
that causes them to move to one side of the sample. The magnitude of the magnetic force is
given by

\[ F_B = e v_d B, \]  \hspace{1cm} (3.19)

where \( e \) is the electron charge, \( v_d \) is the drift velocity of the charge, and \( B \) is the magnitude of
the applied magnetic field. The current in terms of drift velocity is given by \( I = n e A v_d \), which
gives

\[ v_d = \frac{I}{n e A}, \]  \hspace{1cm} (3.20)

where \( n \) is the density of the charge carriers and \( A \) is the cross-section area of the sample.
Inserting this into Eq. (3.19) yields

\[ F_B = \frac{IB}{nA}, \]  \hspace{1cm} (3.21).

The buildup of charge on the sides of the sample will balance this effect of magnetic force,
producing a measurable voltage \( V_H \) between the sides of the sample of width \( y \). Thus, at
equilibrium,

\[ F_B = F_E = \frac{eV_H}{y}. \]  \hspace{1cm} (3.22)

Noting the sample cross-section area \( A = yd \) where \( d \) is the sample thickness, substituting Eq.
(3.21) into Eq. (3.22) yields the Hall voltage:

\[ V_H = \frac{IB}{ned}. \]  \hspace{1cm} (3.23)

Since the current, the magnetic field, and the Hall voltage are experimentally determined
parameters, Eq. (3.23) enables the determination of the charge carrier density of the sample. The
equation also applies for positively charged carriers (holes) since electrons and holes have the
same magnitude of charge.
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3.3.2 Mobility

Mobility is one of the important properties of a semiconductor which characterizes how fast a charge carrier can move through a semiconductor under applied electric field. It is given by the magnitude of the drift velocity of the charge carrier per unit electric field:

\[ \mu = \frac{v_d}{E}, \]  

(3.24)

which is defined to be positive for both electrons and holes, even though their drift velocities are opposite in a given electric field.

A simple relation exists between mobility and electrical conductivity \( \sigma \). For an \( n \)-type semiconductor in which the conductivity is due entirely to electrons, the conductivity is given by

\[ \sigma = ne\mu_e. \]  

(3.25)

In a \( p \)-type semiconductor, the conductivity is due to holes, but the equation is essentially the same. If we let \( p \) be the hole density and \( \mu_h \) be the hole mobility, the conductivity is given by

\[ \sigma = pe\mu_h. \]  

(3.26)

The total conductivity of a semiconductor with both electrons and holes will be the sum of the contributions of both charge carriers:
\[ \sigma = n e \mu_e + p e \mu_h. \quad (3.27) \]

Note that the electrical resistivity \( \rho \) is defined as the reciprocal of the conductivity:

\[ \rho = \frac{1}{\sigma}. \quad (3.28) \]

### 3.3.3 Van der Pauw method

The van der Pauw method is a four-probe technique that is widely used for measuring resistivity of a sample along with carrier density and mobility. The advantage of this technique is its usefulness in measuring arbitrarily shaped samples. In this technique, four ohmic contacts are placed on the periphery of the sample (Fig. 3.7). If a current \( I_{12} \) is applied through point 1 and out of point 2 and the potential difference between points 4 and 3 is measured, the sheet resistance is given by

\[ R_{12,43} = \frac{V_{43}}{I_{12}}. \quad (3.29) \]

Similarly, if current \( I_{23} \) is passed through point 2 and out of point 3 and the potential difference is measured between points 1 and 4, the resistance is

\[ R_{23,41} = \frac{V_{41}}{I_{23}}. \quad (3.30) \]

Van der Pauw (1958) showed that the resistivity is determined by

\[ e^{-\frac{\pi d}{\rho} R_{12,43}} + e^{-\frac{\pi d}{\rho} R_{23,41}} = 1, \quad (3.31) \]

which can written as

\[ \rho = \frac{\pi d}{\ln 2} \frac{R_{12,43} + R_{23,41}}{2} f, \quad (3.32) \]

where \( d \) the thickness of the sample and the form factor is \( f \) depends on the ratio \( \frac{R_{12,43}}{R_{23,41}} \). For a symmetric sample, the resistivity is given by

\[ \rho = \frac{\pi d}{\ln 2} R. \quad (3.33) \]
Figure 3.7: Ohmic contacts for van der Pauw method

3.3.4 Hall effect experimental apparatus

Measurements were carried out on a Hall effect system with the van der Pauw technique from MMR Technologies, Inc. (Fig. 3.8) with a temperature operating range from 80 K to 700 K. The system is equipped with a Hall dewar, a K-20 programmable temperature controller, and an H-20 Hall-van der Pauw controller. The Hall dewar is a vacuum tight chamber. The sample is mounted onto a cold stage with a thermocouple and a heating wire attached underneath. Low temperatures are achieved through the Joule-Thomson effect in which high-pressure nitrogen gas is used and allowed to expand adiabatically through capillary channels and undergo successive pressure drops, resulting in overall temperature drop. The desired temperature is maintained by the K-20 controller while the applied current and voltage between probes are controlled by the H-20 interface.
3.4 Chemical vapor transport method for crystal growth

By growing our ZnO crystals, we are able to study and control defects systematically. Chemical vapor transport (CVT) is a simple and suitable technique for growing bulk ZnO crystals (Look et al., 1998; Ntep et al., 1999; Mycielski et al., 2004; Jokela and McCluskey, 2007). ZnO has low vapor pressure; hence it is difficult to grow from melt. The CVT process is based on chemical transport reactions between the source materials and a transport agent that occur in a closed ampoule held at a temperature gradient. The source materials consist of the elements that compose the final crystal and dopants of interest. For our ZnO crystal growth, we use graphite as transport agent. Graphite has been found to be an effective transport agent in growing quality bulk ZnO crystals (Mycielski et al., 2004; Jokela and McCluskey, 2007). The following equations describe the process (Jokela and McCluskey, 2010):

\[ \text{ZnO} + \text{C} \rightarrow \text{Zn} + \text{CO}, \]
We used ZnO micro-particles and graphite powder obtained from Sigma-Aldrich. Both 4N- and 5N-purity ZnO and graphite powder were used. The ZnO powder was prepared into aggregate masses by mixing it with HPLC grade water to make a paste and then boiling away the water. The use of ZnO aggregate and graphite powder produce crystals of larger size (Jokela and McCluskey, 2007). The ZnO aggregate and graphite powder were loaded into a fused silica ampoule of about 15 cm long and an inner diameter of 1.7 cm. An ampoule cap, where the crystal deposition is to occur, was inserted 10 cm from the source end which contains the ZnO and the graphite. The ampoule was evacuated and backfilled with ½ atm Ar or NH₃ and then was sealed using hydrogen-oxygen torch. Ammonia was used as an ambient in order to introduce nitrogen into the crystal growth. The ampoule was placed in a three-zone horizontal furnace (Fig. 3.9) and was programmed to maintain a temperature of 1000°C at the source end and 880°C at the deposition end.

Seeded CVT growth has been performed by placing a seed crystal at the deposition end (Jokela, Tarun, and McCluskey, 2009). The seed single crystals were obtained from Cermet, Inc.
and were cut to 5 x 5 x 0.5 mm. The seed crystal was attached to the end of the ampoule by melting a small piece of copper between the seed and the ampoule wall. A schematic of the seeded CVT growth system is shown in Fig. 3.10. A sample of about 2 mm thickness is obtained after a growth duration of 72 hours.

![Schematic diagram of the seeded CVT growth system](image)

Figure 3.10: A schematic diagram of the seeded CVT growth system.

### 3.5 Hydrogen annealing

Annealing in hydrogen at elevated temperature is an excellent method of introducing hydrogen into bulk semiconductors. This method of hydrogenation has been performed in ZnO at 700°C (Jokela and McCluskey, 2005).

For our study of the structure and stability of hydrogen defects in SrTiO₃, hydrogen-annealing experiments were performed in the horizontal tube furnace. A fused silica ampoule was used to hold the sample, and was evacuated and backfilled with H₂ gas. The ampoule was then sealed using a hydrogen-oxygen torch. The sealed ampoule was loaded into the furnace for annealing. After the annealing was completed, the ampoule was rapidly quenched to room temperature by dropping it in water.
CHAPTER 4 NITROGEN ACCEPTORS IN ZINC OXIDE

4.1 Introduction

One of the outstanding issues in ZnO is $p$-type doping, a quest that awaits a breakthrough. $P$-type doping is essential because it enables the development of practical devices, including blue/UV light-emitting diodes or lasers, and ultimately the realization of highly efficient and less expensive solid-state lighting devices. However, reports of $p$-type doping in ZnO have been controversial and ambiguous, in particular the feasibility of nitrogen to act as an acceptor (or $p$-type dopant). As discussed in Section 1.3.5, experimental and theoretical investigations suggested that nitrogen substituting on a host oxygen site ($N_O$) has a shallow acceptor level in ZnO, and thus may lead to $p$-type conductivity. However, recent calculations (Lyons et al., 2009) have shown that $N_O$ forms a deep acceptor energy level in ZnO. In the following discussion, I present experimental evidence that nitrogen is a deep acceptor, contradicting hundreds of prior reports.

4.2 Nitrogen-doped ZnO

Bulk single-crystal samples were grown via a seeded chemical vapor transport technique in an ammonia ambient, which provided the nitrogen, as well as hydrogen, dopants (Sec. 3.4). Samples have reddish appearance and are typically 1.8 – 2.0 mm thick (Figure 4.1). As-grown, they are $n$-type with carrier densities ranging from 2 to $8 \times 10^{17} \text{ cm}^{-3}$. 
4.3 Infrared spectroscopy of N-doped ZnO

An IR absorption peak at 3148 cm\(^{-1}\) was observed at room temperature (3151 cm\(^{-1}\) at 10 K). This peak has been unambiguously assigned to a N-H complex (Jokela and McCluskey, 2010). Thermal anneals were carried out in an evacuated silica ampoule filled with 0.5 atm oxygen before sealing. Annealing at 675\(^\circ\)C drives out hydrogen donors (Shi et al., 2004) while the N-H bond remains intact. To activate nitrogen acceptors, the sample was annealed at 775\(^\circ\)C, causing the N-H pairs to dissociate, leading to a reduction in the N-H absorption peak intensity (Fig. 4.2). The decrease in free carrier absorption after the 775\(^\circ\)C anneal indicates that the nitrogen acceptors compensate a fraction of the donors. This decrease in \(n\)-type conductivity was previously observed by Hall-effect measurements on similarly grown samples annealed in O\(_2\) (Jokela and McCluskey, 2010).
Figure 4.2: Room-temperature IR absorption of N-doped ZnO after annealing in O$_2$ at 675°C and 775°C. The reduction in background free-carrier absorption corresponds to the dissociation of a fraction of the N-H complexes. Inset: Baseline-corrected spectra of N-H absorption peaks.

4.3 Photoluminescence spectra

To investigate the N-related defect levels in our $n$-type samples doped with nitrogen acceptors (N$_O^-$), we took photoluminescence (PL) spectra with sub-band gap excitation. Monochromatic light excites the N$_O^-$ electron into the conduction band. When the electron is recaptured by a neutral nitrogen acceptor, a photon is emitted.
Figure 4.3 shows PL emission spectra at an excitation wavelength of 490 nm (2.53 eV) for the sample annealed in O\textsubscript{2} at (a) 675 °C and subsequently at (b) 775 °C. A broad “red” emission band is detected at ~730 nm (1.70 eV). To further increase the concentration of N acceptors, the sample was subsequently annealed at 775 °C for 8.5 h. The sample shows a decrease in N-H peak intensity and corresponding increase in the red emission band (Fig. 4.3c).

A photoluminescence excitation (PLE) spectrum (Fig. 4.4) was obtained by monitoring the red emission band (at 730 nm) as a function of excitation wavelength. The PLE spectrum gives the absorption profile for the red emission. An excitation onset of ~2.2 eV was observed. The main features of the PLE spectrum – an excitation onset followed by a monotonic increase with photon energy – are similar to PLE spectra observed for deep native acceptors in ZnSe (Iota and Weinstein, 1999). The PLE spectrum concurs with the observed optical transmission spectrum of the sample. Absorption of photon energies > 2.2 eV gives the sample a reddish appearance. A similar absorption profile has been correlated with nitrogen acceptors detected by electron paramagnetic resonance (Garces, et al., 2002; Carlos and Glaser, 2001).
Figure 4.3: Room-temperature PL emission spectra (excitation wavelength: 490 nm) for N-doped ZnO after annealing in O₂ at (a) 675°C for 3.5 h, and subsequently at (b) 775°C for 3.5 h and (c) 775°C for 8.5 h. Also shown are the emission spectra of Cermet samples annealed in (d) Zn vapor and in (e) O₂.

Figure 4.4: Room temperature PLE spectrum for the red emission band at 730 nm wavelength, from the N-doped ZnO sample.
4.4. Configuration coordinate diagram

When an electron absorbs a photon and makes a transition to another state, the positions of the nuclei do not change in the process [Franck-Condon principle (McHale, 1999)]. This process is illustrated in a configuration coordinate diagram (Pankove, 1971) which presents the energy of the ground state and of the first excited state of the impurity atom as a function of position. Optical transitions are “vertical”, leaving the lattice configuration unchanged. Once the transition occurs, the system is likely to relax to a new minimum energy lattice configuration, before recombination occurs. The amount of energy loss during relaxation is called the Franck-Condon shift (McCluskey and Haller, 2012).

Recent theoretical work by Lyons, Van de Walle, and Janotti (2009) show that NO\textsuperscript{−} is a deep acceptor, with an acceptor level of 1.3 eV above the valence band maximum. The calculated configuration coordinate diagram for the nitrogen acceptor atom (Fig. 4.5) estimated an optical absorption and emission energies of 2.4 eV and 1.7 eV, respectively. The Stokes shift of 2.4 - 1.7 = 0.7 eV is due to large lattice relaxation of the deep acceptor.

We can clearly see that the red PL emission spectra (Fig. 4.3) obtained from our N-doped sample with excitation wavelength 490 nm (2.5 eV) are in agreement with the calculated CC diagram for the deep acceptor model (Fig. 4.5). Furthermore, the excitation onset of ~2.2 eV exhibited in the PLE spectrum of our sample (Fig. 4.4) is also consistent with the nitrogen deep acceptor model. Hence, the PL and PLE spectra of our N-doped sample provide experimental support of the NO\textsuperscript{−} deep acceptor model.
4.5 Low-temperature luminescence

As the temperature is lowered, the red luminescence increases in intensity. As shown in Fig. 4.6, the peak also exhibits a red-shift. The center of the peak shifts from the red (1.7 eV) to the near-IR (1.5 eV) as the temperature decreases from 300 to 10 K. Several factors may contribute to this shift. First, as the temperature is lowered, the transition goes from a band-to-acceptor to a donor-acceptor, the latter having a lower energy. Second, the thermal change in population of vibrational states may affect the PL energies.
4.6 Persistent photoconductivity

Infrared absorption spectra were obtained at 10 K while the sample was exposed to 475 nm (2.61 eV) laser light provided by a diode pumped solid state laser (peak power < 500 mW). An increase in free-carrier absorption was observed (Figure 4.7). This provides additional evidence of a deep level, since a photon energy of 2.61 eV cannot cause a transition of an electron from a shallow acceptor level to the conduction band in ZnO, which has a band gap of 3.4 eV. The photoconductivity persists for several hours when the sample is left in the dark. The observation of free carrier absorption is consistent with the optical excitation of an electron from the $N_0^-$ deep acceptor to the conduction band. The persistence of the free carriers following illumination is also consistent with large lattice relaxation of a deep-level impurity (Lang and Logan, 1977).
Figure 4.7: (a) IR raw spectra obtained at 10 K before, during and after 475-nm light exposure. (b) The absorbance spectra during light exposure and in the dark after exposure, using the spectrum before light exposure as a reference. The increase in absorption is attributed to enhanced free-carrier absorption due to illumination.

4.7 Hydrogen passivation of N acceptors

To further test the deep-acceptor model, a N-doped sample was annealed in hydrogen at 700°C. An increase in free carrier density and N-H peak intensity was observed after the hydrogen anneal, indicating passivation of N acceptors by hydrogen. The PL emission shows a dramatic disappearance of the red emission band after the hydrogen anneal (Fig. 4.8), manifestly consistent with hydrogen passivation of deep N acceptors.
Figure 4.8: PL emission of the sample before and after hydrogen annealing. The disappearance of the “red” PL emission is attributed to hydrogen passivation of deep nitrogen acceptors.

4.8 Annealing in oxygen and in zinc

Native defects are often invoked to account for the observed optical and electrical properties of ZnO (Halliburton et al., 2005). To verify that the red emission that we observe and associate with N acceptors is neither due to oxygen vacancies nor zinc vacancies, nominally undoped single-crystal ZnO samples from Cermet, Inc. were annealed in zinc vapor and oxygen, respectively. The thermal anneals were carried out at 1100°C in Zn vapor for 30 min and at 800°C in O2 for 15 hrs, respectively. The zinc-annealed sample turned red, in agreement with prior work that attributed the red color to oxygen vacancies (Halliburton et al., 2005; Selim et al., 2007). The oxygen-annealed sample, on the other hand, did not show any color change, parallel to previous observation (Weber et al., 2010). Neither of the samples exhibits the red PL
emission band (Figs. 4.3d and 4.3e). When excited by above-band-gap light, the Cermet samples and our N-doped samples all exhibit the well-known “green luminescence” band centered at ~2.5 eV (McCluskey and Jokela, 2009). The green PL emission increased upon annealing in zinc or oxygen vapor. Green luminescence has been attributed to various defects, including zinc vacancy, oxygen vacancy, and copper impurity (McCluskey and Jokela, 2009). The observation that red luminescence occurs only in N-doped samples provides additional support for our assignment.

4.9 Nominally undoped ZnO

To further verify that the red luminescence is actually due to nitrogen, we compared spectra from samples grown in ammonia and argon. These are referred to as N-doped and undoped ZnO, respectively. For the N-doped sample, the N-H peak decreases as the sample is annealed in oxygen (Fig. 4.9). This is accompanied by a corresponding increase in the red luminescence. Spectra for the undoped sample were multiplied by 10 for clarity. From Fig. 4.9, we can see that the N-H peak and red luminescence are both an order of magnitude weaker than for the deliberately N-doped sample. (Unintentional N doping probably came from contamination during the growth). This strong effect provides further evidence that the red luminescence is definitely correlated with nitrogen acceptors.
Figure 4.9: Room-temperature spectra for N-doped and nominally undoped ZnO. Top: IR absorption, showing a peak due to N-H pairs. Bottom: Red luminescence, attributed to N acceptors.
4.10 Near-band-edge PL

Near-band-edge PL measurements were performed on our samples at University of Idaho in collaboration with Prof. L. Bergman and Jesse Huso. The spectra were obtained with a He-Cd Kimmon laser (wavelength ~ 325 nm) and a JY-Horiba micro-PL system consisting of a high-resolution triple monochromator and a UV microscope that can focus to a 1-μm diameter spot size. The low temperature measurements, using this setup, were carried out at 80 K in an INSTEC HCS621V UV-compatible microcell.

The near-band-edge PL spectra are shown in Fig. 4.10. For the N-doped sample (annealed at 775°C), peaks corresponding to the free exciton (FX) at 3.378 eV, donor-bound exciton (D,X) at 3.363 eV, and phonon replicas (1LO, 2LO) are clearly resolved. These peaks are also seen in the undoped sample, although they are broader. The spectrum for the N-doped sample contains a peak at 3.267 eV, which is absent in the undoped sample. This peak has phonon replicas near 3.194 and 3.124 eV. We tentatively ascribe this new peak to a nitrogen acceptor-bound exciton (A,X). Given this assignment, the exciton binding energy is 0.1 eV. This value is ~1/10 that of the acceptor ionization energy, which follows Haynes’ rule (Hayne, 1960) for exciton binding energies in semiconductors. A PL peak with similar zero-phonon energy at 3.235 eV was previously attributed to nitrogen acceptors (Zeuner et al., 2002). Further work will be required to provide a definitive assignment.

We also note the increase in PL intensity and the decrease in peak linewidths with annealing, indicating improved crystal quality. In particular, the 3.267 eV peak was not observed in the as-grown ZnO:N sample but is observed in the sample annealed at 775°C. This correlation, similar to that found for the red luminescence, is consistent with the dissociation of N-H pairs.
Figure 4.10: PL spectra near the band edge. Spectra taken by J. Huso.
4.11 Electron paramagnetic resonance spectra

To further confirm the presence of nitrogen acceptors in our sample, an electron paramagnetic resonance (EPR) spectroscopy was performed on our N-doped sample by Dr. E. Glaser of Naval Research Laboratory using a Bruker 9.5-GHz spectrometer configured with a liquid-helium flow cryostat for temperature control. Nitrogen acceptors have been observed and unambiguously identified with EPR (Carlos et al., 2001; Garces et al., 2002). Figure 4.11 shows the EPR spectrum of our N-doped sample obtained at 5 K for two orientations of the magnetic field. The spectrum in the dark (Fig. 4.11a) shows a strong signal due to residual shallow donors and indicates that the sample is $n$-type. The five-line (anisotropic) signal also observed in the dark is associated with the negative charge state of a N$_2$ defect. Because of the large concentration of shallow donors in the sample, the nitrogen acceptors are initially in the nonparamagnetic singly ionized state N$^-$. Exposure to light temporarily converts a portion of the N$^-$ acceptors to the paramagnetic neutral state N$^0$. Under photo-excitation (Fig. 4.11b), a strong three-line (anisotropic) signal is observed and is associated with the neutral N (deep) acceptor state (Garces et al., 2003). The nitrogen EPR spectrum is characterized by $g_\|$ = 1.9953 and $g_\perp$ = 1.9633. The well-resolved three-line hyperfine pattern is due to an interaction with one nitrogen nucleus ($^{14}$N, I=1, ~100% abundant).

When the methods of PL and EPR are merged, a technique called optically detected magnetic resonance (ODMR) can be performed to determine the origin of a defect (McCluskey and Haller, 2012; Glaser et al., 2002). This technique is based on the fact that many optical transitions are spin-dependent. ODMR relates the magnetic information to particular luminescence bands and assists their identification. ODMR on our red PL band is currently
investigated by Dr. Glaser which may establish another strong support of nitrogen deep acceptor in ZnO.

Figure 4.11: EPR spectra taken at 5 K from N-doped ZnO (a) in the dark, and (b) under photo-excitation where the characteristic three-line hyperfine spectrum of neutral nitrogen acceptor is observed. Spectra taken by Dr. E. Glaser.
4.12 Conclusions

We have shown experimental evidence that nitrogen is deep acceptor in ZnO. N-doped ZnO samples exhibit a broad red PL emission band, peaking near 1.7 eV, with an excitation onset of ~2.2 eV, in good agreement with the deep-acceptor model (Lyons, Janotti and Van de Walle, 2009). By comparing the PL spectra for the undoped and N-doped samples, we have confirmed the red luminescence is correlated with nitrogen acceptors. The intensity of this red PL band increases with the concentration of activated nitrogen acceptors. Observation of an increase in free-carrier concentration when the sample is exposed to 475 nm (2.6 eV) light provides further support for a nitrogen-related deep-acceptor level. A near-band-edge PL at 3.267 eV obtained at 80 K is tentatively assigned to nitrogen acceptor-bound exciton. Electron paramagnetic resonance provides evidence for the presence of nitrogen acceptors in our sample.

The deep-acceptor behavior of nitrogen can be explained by the low position of the ZnO valence band maximum relative to vacuum. Because of the low valence band, the N\textsubscript{O} acceptor level does not lie in the valence band, but rather ~1.3 eV above the valence band maximum. This intrinsic feature of ZnO could prove a daunting challenge to its \textit{p}-type doping.
CHAPTER 5 HYDROGEN-RELATED DEFECTS IN STRONTIUM TITANATE

5.1 Introduction

Hydrogen is a prevalent impurity in most oxide semiconductors. As discussed in Section 1.2, hydrogen strongly affects the electronic properties of oxides and it is a potential source of n-type conductivity. In this chapter, I discuss a new hydrogen-related defect in strontium titanate, with local vibrational modes (LVMs) at 3355 and 3384 cm\(^{-1}\). In this work, we aim to determine the structure of this defect and develop insights into the behavior of hydrogen that would span other oxides.

5.2 Bulk single-crystal SrTiO\(_3\)

Nominally undoped SrTiO\(_3\) single crystal samples were obtained from two sources, MaTeck GmbH and MTI Corporation. They were Verneuil-grown with standard dimensions 10 mm x 10 mm x 0.5 mm. Prior to thermal annealing I cut the samples into smaller pieces where one piece was set aside as a reference sample.

5.3 Hydrogen and/or deuterium annealing

For hydrogen and/or deuterium doping, the sample was annealed at 800\(^\circ\)C in a sealed quartz ampoule that was filled with 1/2 atm H\(_2\) and/or D\(_2\) gas. The annealing was performed in a horizontal tube furnace for 45 minutes and was terminated by quenching the ampoule to room temperature in water.
Figure 5.1 shows the IR absorbance spectra at 10 K for a SrTiO$_3$ sample after annealing in hydrogen and/or deuterium. In the hydrogen-annealed sample (top spectra), the previously reported absorption peaks around 3500 cm$^{-1}$ (Wakim, 1968; Weber et al., 1986; Houde et al., 1987) associated with O-H bond stretching modes, are shown (labeled here as H$_I$). The set of “new” absorption peaks at 3355 and 3384 cm$^{-1}$ is the focus of our study, labeled here as H$_{II}$. The ratio of H$_I$ to H$_{II}$ peak areas varied from sample to sample, suggesting that H$_{II}$ involves a defect, the concentration of which is sample-dependent. From the areas of the O-H peaks (Jokela and McCluskey, 2005), we estimate the IR-active H concentration to be in the 10$^{16}$ – 10$^{17}$ cm$^{-3}$ range.

When hydrogen is substituted by deuterium, the two H$_{II}$ peaks are red-shifted to 2489 and 2510 cm$^{-1}$, respectively. The frequency ratios of the hydrogen- and deuterium-related peaks are
1.35, which is close to the value expected for a harmonic oscillator consisting of a hydrogen (deuterium) atom bound to an oxygen atom,

$$\sqrt{\mu_{OD}/\mu_{OH}} = 1.37$$ (5.1)

where $\mu_{OH}$ and $\mu_{OD}$ are the reduced masses of the O-H and O-D units, respectively. When the sample is annealed in a mixture of hydrogen and deuterium, two additional peaks at 3373 and 2499 cm$^{-1}$ are observed. Note that these peaks are in the regions of the O-H and O-D LVMs, respectively, of the H$_{II}$ defect (Fig. 5.1). No extra peaks are observed near the region of the H$_{I}$ LVMs. These observations indicate that the H$_{II}$ absorption peaks (at 3355 and 3384 cm$^{-1}$) and the H$_{I}$ peaks (around 3500 cm$^{-1}$) originate from two different defects. The H$_{I}$ LVMs around 3500 cm$^{-1}$ belong to a defect containing one hydrogen atom, whereas the LVMs at 3355 and 3384 cm$^{-1}$ are due to two equivalent hydrogen atoms.

### 5.4 Coupled oscillator model

A useful and simple model that explains the vibrational modes of our H$_{II}$ defect is the coupled oscillator (Fig. 5.2). Suppose the hydrogen and deuterium atoms have masses $m_{1}$ and $m_{2}$, respectively, each attached to a host oxygen atom which we assume to be rigid. The atoms are held by springs of force constants $k$ and $k' = \epsilon k$, where $0 < \epsilon \ll 1$, as depicted in Fig. 5.2.

![Coupled oscillator model](image-url)

Figure 5.2: Coupled oscillator model for the modes of vibration of H$_{II}$ defect.
In the equilibrium positions, the springs are neither stretched nor compressed. If we let $x_1$ and $x_2$ be the displacements of masses $m_1$ and $m_2$, respectively, the equations of motion can be written as

$$-kx_1 + k'(x_2 - x_1) = m_1\ddot{x}_1;$$
$$-kx_2 - k'(x_2 - x_1) = m_2\ddot{x}_2.\quad (5.2)$$

The solutions to these equations can take the form

$$x_1 = C_1 \cos(\omega t + \varphi);$$
$$x_2 = C_2 \cos(\omega t + \varphi).\quad (5.3)$$

where $\omega$ is the angular frequency and $C_1$ and $C_2$ are the amplitudes. Carrying out the derivatives of the above equations and substituting them back to Eqs. (5.2), we get

$$-kC_1 + k'(C_2 - C_1) = -m_1\omega^2 C_1;$$
$$-kC_2 - k'(C_2 - C_1) = -m_2\omega^2 C_2;\quad (5.4)$$

or

$$(k + k' - m_1\omega^2)C_1 - k'C_2 = 0;$$
$$-k'C_1 + (k + k' - m_2\omega^2)C_2 = 0.\quad (5.5)$$

Equations (5.5) are a pair of simultaneous, homogeneous equations for the amplitudes $C_1$ and $C_2$. Nontrivial solutions for these equations exist if and only if the determinant of the system is zero. Thus,

$$\begin{vmatrix}
  k + k' - m_1\omega^2 & -k' \\
  -k' & k + k' - m_2\omega^2
\end{vmatrix} = 0.\quad (5.6)$$

Multiplying out the determinant, we get

$$(k + k' - m_1\omega^2)(k + k' - m_2\omega^2) - (k')^2 = 0.\quad (5.7)$$
Now consider $m_1 = m$ for the H atom and $m_2 = 2m$ for the D atom. Using Eq. (5.7), we solve the frequencies of the normal modes for a system of coupled oscillators consisting of two H masses, of two D masses, and of an H and D masses. The results are summarized in Table 5.1. In each system there are two normal modes. The one with the lower frequency is the symmetric mode, where the masses are moving in the same direction (in phase). The other mode is the antisymmetric mode, where the masses are moving in opposite directions (out of phase). For the HD complex, the symmetry is broken. The low frequency mode corresponds to a large D amplitude (“D-like”) while the high-frequency mode is H-like.

Using the experimental values of the symmetric and antisymmetric LVMs of the H$_II$ defect (Fig. 5.1), we obtain $\varepsilon = 0.0043$. We then calculate the frequencies of the normal modes for the different coupled oscillator systems given in Table 5.1. The calculated frequencies, given in terms of $\sqrt{k/m}$, are shown in Fig. 5.2b. The relative positions of the normal modes are consistent with our experimental results (Fig. 5.1). Differences between theory and experiment likely result from anharmonic effects (Sec. 2.4).
### Table 5.1: Normal mode frequencies of coupled oscillator systems

<table>
<thead>
<tr>
<th>Coupled oscillator system</th>
<th>Symmetric</th>
<th>Anti-symmetric</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Symmetric System" /></td>
<td>( \omega = \sqrt{\frac{k}{m}} )</td>
<td>( \omega = \sqrt{1 + 2\epsilon} \sqrt{\frac{k}{m}} )</td>
</tr>
<tr>
<td><img src="image2" alt="Anti-symmetric System" /></td>
<td>( \omega = \sqrt{\frac{k}{2m}} )</td>
<td>( \omega = \sqrt{1 + 2\epsilon} \sqrt{\frac{k}{2m}} )</td>
</tr>
<tr>
<td><img src="image3" alt="D-like System" /></td>
<td>( \omega = \frac{1}{2} \sqrt{3(1 + \epsilon) - \sqrt{1 + 2\epsilon + 9\epsilon^2}} \sqrt{\frac{k}{m}} )</td>
<td>( \omega = \frac{1}{2} \sqrt{3(1 + \epsilon) + \sqrt{1 + 2\epsilon + 9\epsilon^2}} \sqrt{\frac{k}{m}} )</td>
</tr>
</tbody>
</table>

![Diagram](image4)

Figure 5.3: Calculated normal mode frequencies in units of \( \sqrt{k/m} \).
5.5 Temperature dependence of LVMs

The LVMs of a deuterated SrTiO$_3$ samples are displayed as a function of temperature in Fig 5.4. At low temperatures, the absorption peaks split, due to the reduction in symmetry as the crystal transforms from the cubic to the tetragonal phase. In Figure 5.4a, the H$_I$ defect absorption peak splits into three components below the transition temperature (~105 K) (Weber et al., 1986; Houde et al., 1987). The H$_{II}$ defect also shows a splitting of the O-H peaks, but the magnitude is much less (Fig. 5.4b). A Lorentzian fit to one of the H$_{II}$ bands (Fig. 5.4c) reveals that it splits into three components. Figure 5.4a also shows that the LVMs of the H$_I$ defect shift upwards in frequency as the temperature decreases. In contrast, the LVMs of the H$_{II}$ defect (Fig. 5.4b) show a negligible shift in frequency, suggesting a weaker perturbation by the surrounding host atoms. This indicates the involvement of a vacancy (Mackie et al., 2009), where the open volume reduces the effect of the lattice on the O-H LVMs. A strontium vacancy is likely candidate because it is a double acceptor, making it energetically favorable for two H atoms to give their electrons to the oxygen atoms and form O-H bonds. Therefore, we propose that the H$_{II}$ defect is a strontium vacancy passivated by two hydrogen atoms.
Figure 5.4: Temperature dependence of the LVM frequencies of (a) H\textsubscript{I} and (b) H\textsubscript{II} defects of deuterated SrTiO\textsubscript{3}. (c) Lorentzian fitting of one of the H\textsubscript{II} absorption bands at 10 K showing three overlapping peaks. Spectral resolution is 0.2 cm\textsuperscript{-1} at lower temperatures (<110 K).

5.6 Hydrogen defect model

To account for the splitting of the O-H LVMs (Fig. 5.4), we introduce a model where each hydrogen atom is bound to a nearest-neighbor oxygen atom and directed towards the strontium vacancy (Fig. 5.5). As we can see in Fig. 5.5, there are three possible configurations for the two H atoms. At high temperatures, these configurations are equivalent due to the cubic symmetry of the crystal structure, resulting in two absorption peaks corresponding to the symmetric (3355 cm\textsuperscript{-1}) and antisymmetric (3384 cm\textsuperscript{-1}) normal modes. At low temperatures, there is a lowering of the symmetry of the structure due to the rotation of the oxygen octahedra about the c axis, and the three configurations are no longer equivalent. This accounts for the triplet splitting of the H\textsubscript{II} peaks. As the tetragonal phase is actually polycrystalline, the relative
intensities of the split peaks varied somewhat from run to run, due to the random distribution of domains.

Figure 5.5: Proposed model of the $H_{\Pi}$ defect: a strontium vacancy passivated by two hydrogen atoms.

5.7 Isochronal annealing

In order to study the stability of the O-H complexes, I performed a series of isochronal anneals at temperatures from 300 to 1100°C. Each anneal had a duration of 30 min. and was carried out in the open air. The IR absorbance spectra were recorded after each annealing temperature step.

In Figure 5.6 the results of isochronal annealing experiments on hydrogenated SrTiO$_3$ samples are shown. At each step, the IR absorbance spectra were recorded at 220 K and the integrated absorbance was calculated for each related peak. The figure provides evidence that $H_I$ and $H_{\Pi}$ defects do not have the same origin, as they exhibit different thermal kinetics. The results
also confirm that the H\textsubscript{II} LVMs (the 3355 and 3384 cm\textsuperscript{-1} peaks) belong to the same defect, as they retain the same relative intensity regardless of the annealing temperature. The increase in H\textsubscript{I} population near 400\textdegree C suggests that there is a reservoir of “hidden hydrogen” that is IR-inactive. At temperatures greater than 400\textdegree C, these hydrogen atoms are released from the reservoir, forming O-H bonds that are observable in the IR.

To probe this phenomenon further, I performed isochronal annealing on a hydrogen-annealed sample that was subsequently deuterated. Figure 5.7 shows the absorption spectra obtained at 200 K for each annealing step. Before annealing the sample in air, an absorption spectrum of the sample was obtained (bottom), which shows deuterium-related peaks. The lack of hydrogen peaks implies that, upon deuteration, the deuterium atoms displaced the hydrogen atoms from their sites. However, when the sample was annealed at 400\textdegree C, a weak H-related peak appeared. At 500\textdegree C, the H-related peak became strong and HD peaks emerged. At higher temperatures, the D-related peaks disappeared, leaving only H-related peaks. These observations are consistent with our model of hidden hydrogen in the crystal that becomes mobile at 400\textdegree C. These hydrogen atoms overwhelm the deuterium atoms, completely displacing them at 600\textdegree C.
Figure 5.6: The intensity (integrated absorbance) of the $H_I$ (▲) and $H_{II}$ (●, ■) peaks for a hydrogenated SrTiO$_3$ sample annealed in open air at the indicated temperature. Each absorbance measurement was recorded at 220 K.
Figure 5.7: IR absorption spectra measured for the hydrogenated and subsequently deuterated SrTiO$_3$ sample after annealing in air at temperatures as shown. IR spectra were recorded at 200 K. Spectra are vertically offset for clarity.

An obvious question is: what is the identity of the hidden hydrogen? It has been found that, in ZnO, hidden hydrogen exists in the form of hydrogen molecules H$_2$. The H$_2$ vibrations has a weak dipole moment such that it has not been detected by IR absorption (Shi et. al., 2004), but has been observed by Raman scattering (Lavrov et. al., 2009). Assuming that the same is true for SrTiO$_3$, annealing the sample at temperatures from 400 to 700°C dissociates the H$_2$, and the
liberated H are trapped before they can diffuse out of the sample. The trapped hydrogen atoms form IR active O-H defects and enhance the H$_1$ peaks. The dissociation temperature of 400ºC is similar to that for H$_2$ molecules in ZnO (Shi et al., 2004). Further annealing at higher temperatures causes these H-related peaks to decay as hydrogen diffuses out of the sample (Fig. 5.6).

5.8 Positron annihilation spectroscopy

A useful and effective technique to probe vacancy-type defects in a solid is positron annihilation spectroscopy (PAS), due to the high sensitivity of positron to open volume defects (Schultz and Lynn, 1988; Saarinen et al., 1998). After trapping at a defect, the positron will annihilate with an electron from the immediate surroundings of the defect, producing two 511 keV gamma ray photons. The information related to the defect is obtained from properties such as the Doppler broadening of the photo-peak and the lifetime of the positrons (Clement et al., 1996). PAS has been used to characterize vacancy defects in SrTiO$_3$ (Mackie et al., 2009; Gentils et al., 2010) as well as in other oxide materials such as ZnO (Tuomisto et al., 2003; Selim et al., 2007).

Through Prof. K. Lynn and Dr. M. Weber, positron annihilation measurements using the Doppler broadening technique were performed on our samples to probe for the presence of vacancy-type defects. The two samples that were probed, namely samples 1 and 2, exhibit characteristic IR absorption spectra. Sample 1 shows both H$_1$ and H$_{11}$ defects whereas sample 2 exhibits only the H$_1$ defect (Fig. 5.8). The sidebands on the high energy side of H$_1$ in sample 1 have been attributed to Fe (Gröne at al., 1990), a common impurity in SrTiO$_3$ (Mochizuki et al., 2007).
Figure 5.8: IR absorption spectra at room temperature.

Figure 5.9: Open volume defect parameter $S$ as a function of implantation energy of (a) as-received samples and (b) H$_2$-annealed samples. Spectra taken by M. Weber and N. Parmar.
Positron annihilation measurements were carried out with a positron beam energy range of 0.1 to 70 keV. When positrons are trapped at vacancy defects, their annihilation characteristics change. The Doppler broadening spectra of the annihilation radiation were recorded by a high-purity Ge detector. The annihilation peak is characterized by a line-shape parameter $S$ (Clement et al., 1996) which reflects the change due to annihilation with low momentum valence electrons. Hence, open volume type defects such as vacancies tend to increase the $S$ parameter.

Figure 5.9 displays the $S$ parameter as a function of the positron implantation energy of the samples. At low energies ($E < 5$ keV) the high values of $S$ is due to positronium formation at the surface. In the bulk region ($E > 15$ keV) sample 1 exhibits higher $S$ values than sample 2, indicating stronger trapping of positrons by the defects in sample 1. We note that sample 1 contains $\text{H}_{\text{II}}$ defect which we attributed to strontium vacancy. With its negative charge state, the Sr vacancy is an effective trapping center for positrons (McGuire et al., 2006). This seems to be consistent with our proposed model of $\text{H}_{\text{II}}$ defect. However, a Ti vacancy, with its negative charge state, is also an effective positron trap. Thus, the higher concentration of defects in sample 1 can be attributed to either Sr or Ti vacancies.

The samples displayed a corresponding increase in $S$ parameter after hydrogen annealing (Fig. 5.9b). This may imply a change in charge state and/or size of the defects. Positron lifetime measurements, through Dr. F. Selim and Chris Varney, were performed on these H-annealed samples. They obtained defect lifetime values of 315 ps for the H-annealed sample 1 and 250 ps for the H-annealed sample 2. Calculated lifetimes reported for SrTiO$_3$ have been summarized in the literature (Mackie et al., 2009; Keeble et al, 2010). For the Ti vacancy, the calculated lifetime values span the range 156 – 195 ps and for Sr the vacancy, 238 – 279 ps. The calculated bulk lifetime values range from 121 – 151 ps. Experimental positron lifetime values obtained by
Mackie et al. (2009) for samples from different vendors range from 198 to 276 ps. The huge lifetime value (315 ps) obtained for sample 1 suggests that it may have multivacancies or vacancy complexes. The value is close to the calculated value for Ti-3O-Sr vacancy complex (Keeble et al. 2010). If the measurement was reliable, then it suggests that the H annealing may have created vacancy nearest-neighbor complexes. Sample 2 has a lower defect lifetime value (250 ps), which may be a Ti-O-Ti vacancy complex. Unfortunately, the lifetime values of the reference samples were lacking so we are not able to draw insights from how the lifetime values changed after annealing. Prior to the lifetime measurements, the samples were already annealed for other experimental purposes.

We had a couple of available samples which I managed systematically for positron lifetime measurements. Our goal was to suppress the Sr vacancies in the samples and investigate the resulting defect lifetimes and correlate with IR absorption. I annealed the samples in strontium oxide (Sr metal is extremely reactive chemically so I used SrO; freshly exposed Sr metal turned rapidly into yellowish color with the formation of the oxide). I placed the samples in an ampoule along with 0.5 g of SrO. The ampoule was evacuated before sealing. The sealed ampoule was kept in the furnace for 2 h at 1120°C. At the end of the annealing, it was taken out of the furnace as quickly as possible and allowed to cool to room temperature. The infrared absorption of the sample before and after SrO anneal is shown in Fig. 5.10a, with the corresponding measured defect lifetime values. We can see the magnitude of the decrease in $H_{II}$ peaks is greater than that in $H_I$ peak after anneal. As-received, the sample has a lifetime value of 284 ps, a characteristic result experimentally attributed to Sr-vacancy related defects (Mackie et al., 2009). After SrO anneal, the lifetime was reduced to 223 ps. The reduction in lifetime implies the suppression of Sr vacancies. If we correlate the decrease in $H_{II}$ population with the
reduction in Sr vacancies, we seem to have provided an evidence for our H_{II} defect model. We also note an interesting time-dependent behavior of the IR absorption peaks, as shown in Fig. 5.10b, where a spectrum was taken just after annealing (July 26, 2011) and about a month later when the positron lifetime measurements were to be taken. Perhaps after the annealing, it may have taken some time for the sample to relax to equilibrium, and hydrogen may leave H_{II} sites (i.e., Sr vacancies) and go to H_{I} and V_{O} sites.

Figure 5.10: (a) IR absorption and lifetime values before and after annealing in SrO. (b) Time dependence of IR absorption of SrO-annealed sample.
I obtained a set of samples *nominally* identical (i.e., from the same supplier) to those used in SrO anneal. This time we looked at the effect of annealing in TiO₂. Unexpectedly these new set of samples has a lifetime value of 222 ps, much lower than that of the first batch. This may suggest Ti vacancies with a low concentration of Sr vacancy defects, or an unresolved weighted average of Ti vacancy and Ti-O vacancy defect populations. After annealing in TiO₂, the lifetime value decreased to 202 ps. The reduction in lifetime value may be due to the filling up of the Ti vacancies. The IR spectrum after the anneal shows a huge free carrier absorption. The oxygen vacancies may have captured H atoms and form H₂O. Due to the huge noise in the IR absorption after the anneal, HⅠand HⅡpeaks were not detected in the spectrum.

5.9 Free-carrier absorption of H-annealed SrTiO₃

Figure 5.11a shows the temperature-dependent IR absorption spectra of H-annealed sample. The monotonic increase of the absorption with increasing wavelength (decreasing frequency) is characteristic of free-carrier absorption. We can also see a turning point in the absorption at higher temperatures.

From Drude model of free-carrier absorption (McCluskey and Haller, 2012), the absorption coefficient as a function of frequency ω is given by

\[ \alpha = \frac{n \omega_p^2 \gamma}{c} \frac{1}{\omega^2} \]

where \( n \) is the index of refraction, \( c \) is the speed of light, \( \gamma \) is a damping constant, and \( \omega_p \) is the *plasma* frequency defined as

\[ \omega_p = \sqrt{\frac{Ne^2}{\varepsilon_0 \varepsilon_\infty m^*}}. \]
where $N$ is the free carrier density, $e$ is the carrier charge, $\varepsilon_\infty$ is the dielectric constant at high frequencies, and $m^*$ is the effective mass of the electron. Since $= \frac{2\pi c}{\lambda}$, the free-carrier absorption in the classical Drude model is proportional to $\lambda^2$. Treatments of electron scattering from acoustical phonons, optical phonons, and ionized impurities give free-carrier absorption varying as $\lambda^{1.5-2}$, $\lambda^{2.5}$, and $\lambda^3$, respectively (Pankove, 1971).

To model our free-carrier data, we use Lorentz-Drude model which takes account the contribution of lattice vibration (McCluskey and Haller, 2012). The dielectric function is given by

$$\varepsilon(\omega) = \varepsilon_\infty \left(1 + \frac{\omega_{LO}^2 - \omega_{TO}^2}{\omega_{TO}^2 - \omega^2 - i\Gamma\omega} - \frac{\omega_p^2}{\omega^2 + i\Gamma\omega}\right)$$  \hspace{1cm} (5.10)

where $\omega_{LO}$ and $\omega_{TO}$ are the longitudinal optical (LO) and transverse optical (TO) phonon frequencies ($\omega_{LO} > \omega_{TO}$); $\Gamma$ is the phonon damping factor. The first two terms in Eq. (5.10) comprise the phonon contribution while the third term reflects the free-carrier contribution to the dielectric function.

To calculate absorption, we use the complex dielectric function

$$\varepsilon = \varepsilon_R + i\varepsilon_I.$$  \hspace{1cm} (5.11)

The index of refraction (Kittel, 2005) is given by

$$n + i\kappa = \sqrt{\varepsilon}$$  \hspace{1cm} (5.12)

where $n$ and $\kappa$ are the real and imaginary parts of the index, respectively. To calculate absorption, we need the imaginary component of $\varepsilon$:

$$\varepsilon_I = 2n\kappa.$$  \hspace{1cm} (5.13)

The absorption coefficient $\alpha$ is given by

$$\alpha = \frac{2\omega\kappa}{c}$$  \hspace{1cm} (5.14)
Substituting Eq. (5.13):

$$\alpha = \frac{2\omega \kappa}{c} = \frac{1}{n c} \varepsilon_I \omega \quad 5.15$$

Using the imaginary part of Eq. 5.10:

$$\varepsilon_I = \varepsilon_\infty \left[ \frac{\gamma \omega_p^2}{\omega^2 + \gamma^2} + \frac{\Gamma \omega^2 (\omega_{LO}^2 - \omega_{TO}^2)}{\Gamma^2 \omega^2 + (-\omega^2 + \omega_{TO}^2)^2} \right], \quad 5.16$$

the absorption coefficient can be written:

$$\alpha = \frac{\varepsilon_\infty}{n c} \left[ \frac{\gamma \omega_p^2}{\omega^2 + \gamma^2} + \frac{\Gamma \omega^2 (\omega_{LO}^2 - \omega_{TO}^2)}{\Gamma^2 \omega^2 + (-\omega^2 + \omega_{TO}^2)^2} \right]. \quad 5.17$$

Figure 5.11b shows the fitting results using Eq. (5.17) for the IR absorption data in Fig. 11a. The plasma frequency $\omega_p$ is set as adjustable parameter. The calculations were performed on a set of absorption data obtained at temperatures above ~105 K (phase transition temperature). The parameter values may not apply for low-temperature tetragonal phase.

A plot of the calculated plasma frequency as function of temperature is shown in Fig. 5.12. The plasma frequency of $n$-type SrTiO$_3$ has been reported to increase with decreasing temperature (Gervais et al., 1993; Bi et al., 2006). Assuming the carrier density is independent of temperature (as presented in Sec. 5.10), Eq. (5.9) suggests that the effective mass of the charge carriers decreases upon cooling.
Figure 5.11: (a) IR absorption for H-annealed SrTiO$_3$ at different temperatures. (b) Calculated absorption using Eq. (5.17). Parameters are $\omega_{LO} = 6750$ cm$^{-1}$, $\omega_{TO} = 2490$ cm$^{-1}$, $\omega_p = 3331$ cm$^{-1}$, $\gamma = 300$ cm$^{-1}$, and $\Gamma = 500$ cm$^{-1}$.
Figure 5.12: Temperature dependence of the plasma frequency in H-annealed SrTiO$_3$.

5.10 Hall effect measurements of H-annealed SrTiO$_3$

The Hall effect measurement of a hydrogen-annealed sample at room temperature shows an electron density of $1.86 \times 10^{17}$ cm$^{-3}$, consistent with the increase in free-carrier absorption exhibited by its IR absorption. The carrier density as a function of temperature of the H-annealed sample is shown in Fig. 5.12a, which shows an almost absence of carrier freeze-out. This may be attributed to the large dielectric constant of SrTiO$_3$, ensuring that carriers ionized from hydrogenic donors will remain in the conduction band down to lower temperatures. Hall mobility is strongly temperature dependent, as shown in Fig 5.12b. It exhibits a power-law dependence of
the form \( \mu = 8.8 \times 10^7 T^{-2.9} \text{ cm}^2/\text{Vs} \), similar to prior works (Frederikse et al., 1964; Tufte and Chapman, 1967; Gentils et al., 2010), suggesting scattering of free carriers from optical phonons.
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**Figure 5.13:** (a) Electron density \( n \) and (b) mobility \( \mu \) as a function of temperature \( T \) of H-annealed SrTiO\(_3\) sample.

## 5.11 Conclusions

We have observed a hydrogen-related defect in SrTiO\(_3\), which we tentatively attribute to a Sr vacancy passivated by two hydrogen atoms. The results of isochronal annealing experiments suggest the presence of a hidden hydrogen species, possibly H\(_2\) molecules. It is noteworthy that in ZnO, a much less ionic crystal, hydrogen passivates Zn vacancies (Lavrov et al., 2002) and forms H\(_2\) molecules (Jokela and McCluskey, 2005; Shi et al., 2004). Based on our observations, we therefore suggest “universal behavior” of hydrogen in a diverse range of oxides.
In our effort to experimentally verify our H_{II} model through positron annihilation measurements, preliminary results suggest a correlation between vacancies and the H_{II} peaks. But further work may be performed if we could obtain identical samples and perform the annealing experiments systematically. Differences were observed between samples from the same supplier, thus we were not able to compare between the SrO and TiO\textsubscript{2} annealing results.

A further challenge to positron annihilation spectroscopy would be the identification of Sr- and Ti-vacancy and their complexes with hydrogen. Theoretical work by other groups, motivated by our experiments, is investigating the formation energies of native vacancies and their complexes with hydrogen.
CHAPTER 6 REVISITING HYDROGEN IN ZNO

6.1 Introduction

As I have discussed in Chapter 1 (Section 1.2), hydrogen was shown to be a shallow donor in ZnO, based on the theoretical work of Van de Walle (2000). This has stimulated further studies into the electrical and structural properties of hydrogen in ZnO. The low energy of the conduction-band minimum (CBM) relative to the vacuum results in the H level being above the CBM (Van de Walle and Neugebauer, 2003; Kılıç and Zunger, 2002). Experimental evidence that H is a shallow donor in ZnO include results from muonium-implanted ZnO (Cox et al., 2001; Gil et al., 2001) and electron-nuclear resonance measurements on lightly doped, n-type ZnO (Hoffman et al., 2002).

In order to determine the microscopic structure of H donors, IR absorption spectroscopy was used as a tool to identify and investigate hydrogen-related defects in ZnO (McCluskey et al., 2002; Lavrov et al., 2002). Previous studies suggested two of these defects as candidates for possible shallow donors. The first was tentatively identified as bond-centered hydrogen with the O–H bond aligned with the c axis of the crystal (Lavrov et al., 2002). This defect has a stretch LVM with a frequency of 3611.3 cm$^{-1}$ at 10 K. In this Chapter I will refer to this defect as the Lavrov defect. The second defect was identified as hydrogen located at the antibonding site with the O–H bond oriented 112° from the c axis (McCluskey et al., 2002). The LVM frequency of the defect at 10 K was found to be 3326.3 cm$^{-1}$ (~3336 cm$^{-1}$ at room temperature) and will be referred to as the McCluskey defect. Both defects have been found to be unstable for thermal annealing at considerably low temperatures (Lavrov et al., 2002; Jokela and McCluskey, 2005; Shi et al., 2004). Shi et al. (2005) also showed that the intensity of the peaks related to these
defects depended on the method of crystal growth. Cermet Inc. samples which are grown by melt exhibit a strong McCluskey peak, whereas Eagle Picher samples which are grown via chemical vapor transport show a strong Lavrov peak (Shi et al., 2005).

A recent study (Lavrov et al., 2009) based on Raman scattering, IR absorption, PL, and photoconductivity suggests that the Lavrov defect is a shallow donor. As for the McCluskey defect, the microscopic structure is still debatable. Studies proposed a Ca-H complex (McCluskey and Jokela, 2007; Li et al., 2008) and a Zn vacancy passivated by a hydrogen atom in the negative charge state, $V_{\text{Zn}}H^-$, as alternative models (Lavrov et al., 2007). Based on the IR absorption study of this defect under sub band gap illumination (Herklotz et al., 2010), it is suggested that the McCluskey defect has a deep level in the band gap of ZnO.

First-principles calculations by Janotti and Van de Walle (2007a) showed that H can substitute on an oxygen site and has a low formation energy and act as a shallow donor. Substitutional hydrogen ($H_O$) can be thought of as an O vacancy with a single H atom near the center. The calculated vibrational frequency is 800 cm$^{-1}$. Possibly due to the strong free-carrier absorption in this region of IR spectrum, this mode has not been observed. Unlike interstitial H ($H_i$), $H_O$ is stable, with calculated migration energy of 1.7 eV (Bang and Chang, 2008). This makes it a strong candidate for H-related donors in as-grown ZnO (Hoffman et al., 2002). A PL line at 3.362 eV, labeled $I_4$ in literature and attributed to an exciton bound to a hydrogen donor (Meyer et al., 2004), was tentatively identified with $H_O$ (Lavrov et al., 2009).

6.2 CVT growth of polycrystalline ZnO with impurities

To investigate the possibility that hydrogen-related defects are associated with an impurity or impurities, I incorporated small amounts of various impurities into the crystal growth
of bulk ZnO by chemical vapor transport. The impurities include CaO, Ca, SrO, MgO, and Mg. I carried out post-growth annealing in hydrogen at 700°C. Following hydrogenation, I obtained the IR spectrum at 10 K. All samples, including a reference (no additional impurity), showed the Lavrov peak at 3611 cm⁻¹ (Fig. 6.1). The McCluskey peak was not observed. Since we do not have evidence of the incorporation of these impurities into the crystal, we cannot make a conclusive statement of their behavior.

It has been shown theoretically that hydrogen at the bond center site (Lavrov defect) has lower formation energy than the other sites (Lavrov et al., 2002; Limpijumnong and Zhang, 2005). This may explain the observation of the Lavrov peak in the grown samples, along with the attribution to the growth technique. We note that Eagle-Picher samples, which are grown by CVT, exhibit a strong Lavrov peak.

![Figure 6.1: Hydrogen-related absorption peak at 3611 cm⁻¹ (Lavrov peak) in various CVT-grown ZnO samples. The difference in intensities can be attributed to variations in thickness of the polycrystalline growth.](image-url)
An absorption peak at 3147 cm\(^{-1}\) at room temperature (~3151 cm\(^{-1}\) at 10 K), which is the IR signature of N-H complex, was also observed initially when Mg was incorporated. Apparently there was no clear indication that the addition of Mg facilitated the doping of N into the crystal. This N contamination seemed to occur randomly in various growths. We also observe it in our reference samples grown in Ar. The origin or mechanism of this unintentional N doping remains to be determined.

6.3 Zinc-annealed Cermet sample

A sample from Cermet Inc. was annealed in zinc vapor to produce oxygen vacancies. The sample was placed in a fused silica ampoule (10 cm long and 1.7 cm inner diameter) along with 1.6 g Zn metal. The ampoule was evacuated and a torch was passed around it to remove water and other contaminants. The torch was then used to seal the ampoule while maintaining the vacuum inside. The sealed ampoule was placed in the furnace and annealed at 1100\(^\circ\)C for 30 min. Zinc metal vaporizes at approximately 1179 K (906\(^\circ\)C). At the end of the annealing it was quickly removed from the furnace and allowed to cool to room temperature. The surface damage produced during the anneal was eliminated by polishing with aluminum oxide polishing film.

Figure 6.2 displays the image of the sample before and after Zn annealing. The reddish color of the Zn-annealed sample was attributed to the formation of oxygen vacancies (Halliburton et al., 2005; Selim et al., 2007). Before performing Zn annealing, Hall effect and IR absorption measurements were obtained at room temperature. The as-received sample had an electron concentration of \(1.2 \times 10^{17} \text{ cm}^{-3}\). After Zn annealing, the carrier concentration increased significantly (Fig. 6.3), consistent with the IR spectrum showing stronger free carrier absorption (Fig. 6.4). Either Zn interstitials or oxygen vacancies are responsible for the increase in free
carriers. Positron annihilation study of Zn-annealed ZnO crystal (Selim et al., 2007) challenges the possibility of Zn interstitials causing $n$-type conductivity.

The Zn-annealed sample was subsequently annealed in hydrogen at 700°C. A further increase in free carrier density and absorption was observed (Figs. 6.3 and 6.4a), suggesting a correlation between hydrogen and increase in free carriers. It is posited that the hydrogen may have occupied the oxygen vacancies, consistent with the suggested substitutional hydrogen being a donor (Janotti and Van de Walle, 2007). Because of the strong free carrier absorption, no absorption peaks were detectable in the lower energy region of the IR spectra where the calculated vibrational frequency of $\text{H}_2\text{O}$ is located.

Whereas the McCluskey peak has a strong intensity in the hydrogenated Cermet sample (Fig. 6.4b), it was not observed in the hydrogenated Zn-annealed sample. Whether this could provide support for the $\text{V}_{\text{Zn}}$ – H model for the McCluskey defect requires a further investigation.

Figure 6.2: Cermet sample before and after Zn annealing.
Figure 6.3: Electron density of the Cermet sample before and after annealing in various conditions.

Figure 6.4: (a) IR absorption spectra of the as-received and annealed Cermet samples. (b) Baseline of the IR spectra in the region of the McCluskey peak.
CHAPTER 7 SUMMARY AND CONCLUSIONS

I have dealt with two important issues related to dopants and defects in oxides: the nitrogen acceptor in ZnO, which has been a subject of hundreds of studies focused on p-type doping; and the hydrogen-related defects in SrTiO₃.

In ZnO, we have shown experimental evidence that nitrogen is a deep acceptor. Broad red photoluminescence exhibited by N-doped samples is correlated with NO acceptors. PL and PLE studies associated with NO acceptors show optical absorption and emission energies of 2.2 and 1.7 eV, respectively. These results are in agreement with the nitrogen deep acceptor model by Lyons, Janotti and Van de Walle (2009) that suggests an acceptor level of 1.3 eV above the valence band maximum. A near band-edge PL associated with NO acceptors is tentatively assigned to an exciton bound to nitrogen deep acceptor with a binding energy of 0.11 eV. The deep-acceptor behavior of nitrogen may be attributed to the intrinsic feature of ZnO in which the position of its valence band relative to the vacuum level is rather low, thus making nitrogen a deep acceptor. Our findings will preclude the role of nitrogen as a p-type dopant in ZnO and may stimulate the redirection of research efforts in investigating alternative sources of p-type conduction in ZnO.

In SrTiO₃, we have identified and characterized a new hydrogen-related defect. A proposed model of the defect consists of a strontium vacancy passivated by two hydrogen atoms. Furthermore, we suggest the presence of hidden hydrogen species in SrTiO₃ in the form of H₂ molecules. When linked with prior work on hydrogen in ZnO, our work suggests a universal behavior of hydrogen across a range of oxide materials. These findings are important not only for fundamental scientific interest but are also crucial for understanding processes in device technology involving oxide materials.
CHAPTER 8 FUTURE WORK RECOMMENDATIONS

Clearly, there is a need to investigate an alternative approach to achieve $p$-type conductivity in ZnO. A possible route involves tuning the valence band to attain a reduced nitrogen binding energy, possibly through alloying. Another promising avenue of research is to explore an alternative wide-band gap material. Recent theoretical work (Singh et al. 2008) shows excellent prospects for $p$-type doping in SnO$_2$, indicating that it may be a better choice for light emitters and other optoelectronic applications.

In SrTiO$_3$, a systematic experimental study of various samples may be performed to establish strong correlation between IR absorption study of H-related defects and positron annihilation measurements.
CHAPTER 9 APPENDIX

9.1 CVT crystal growth runs

In a chemical vapor transport (CVT) process, a temperature gradient is used to achieve mass transport which occurs through chemical reaction between the source material and a transport agent. Initial CVT growths of ZnO were carried out in an old horizontal tube furnace with a natural temperature gradient. The current through the heating elements is controlled by an Adjust-a-Volt variable transformer. A polycrystalline growth of ZnO crystal was obtained with a source temperature of 950°C. The natural temperature gradient of the furnace left the growth end of the ampoule at a temperature of ~870°C. A 1.5-g ZnO aggregate, 2.0-g high-purity graphite, and ½ atm of Ar as ambient gas were used. The crystal had a light orange color. When a crystal was grown with a small amount of Zn metal added (.01 to .02 g), it took a deep orange color. The first attempt at growing polycrystalline ZnO with Ca (using CaCO₃) was also performed in this old furnace. The crystal had what looked like metallic droplets (possibly Zn metal) on the surface.

In early 2008, we started to perform our CVT growth experiments in a new programmable three-zone horizontal tube furnace (Mellen TV12.5-4X12-3Z with maximum operating temperature of 1300°C). Several runs were carried out to determine the desirable temperature settings for crystal growth with this new furnace. In all these trial runs we kept the same amount of ZnO aggregate (1.5 g) and high-purity graphite (2.0 g). We note that during the growth, there is an increase in gas pressure inside the ampoule. While the ampoule is able to handle the large pressure, it has a tendency to explode during the cool down phase of the growth process due to the thermal mismatch between the crystal and the ampoule wall. The explosion
could be avoided by controlling the cooling rate in the initial phase of the cooling process. The ZnO crystal samples used in this work were obtained with growth runs where the two adjacent zones (1 and 2) of the furnace were held at the same temperature 1000°C, corresponding to the source temperature. Zone 3, corresponding to the deposition end, was set to 880 - 900°C. The source end approximately lined up with zone 2. Adjacent zones are 4 inches (10.16 cm) apart. Thus, the sealed ampoule is normally prepared to an effective length 4 inches. The rest of the polycrystalline growth of ZnO with various impurities (Sec. 6.2) and the seeded growth of N-doped ZnO samples (Sec. 4.2) were carried out in this furnace. Samples are typically 1.5 to 2 mm thick for growth duration of three days.

Attempts were also made to grow ZnO using different chemical as transport agent. Growth using H₂ as a carrier gas resulted in a very thin colorless layer. With CO₂, a crystal growth hardly occurred even with prolonged soaking. With NH₃, a noticeable crystal was produced with lighter color than the one grown with graphite. A very weak IR absorption peak at 3147 cm⁻¹, which is an N-H peak, at room temperature was observed.
CHAPTER 10 PUBLICATIONS RESULTING FROM THIS WORK
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